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Preface

This report is a product of a joint effort between International Energy Agency Solar Heating and Cooling (IEA SHC) Task 34 and Energy Conservation in Buildings and Community Systems (ECBCS) Annex 43. Ron Judkoff of the National Renewable Energy Laboratory (NREL) was the Operating Agent for IEA 34/43 on behalf of the United States Department of Energy.

International Energy Agency

The International Energy Agency (IEA) was established in 1974 within the framework of the Organisation for Economic Co-operation and Development (OECD) to implement an international energy programme. A basic aim of the IEA is to foster co-operation among the twenty-four IEA participating countries and to increase energy security through energy conservation, development of alternative energy sources and energy research, development and demonstration (RD&D).

Solar Heating and Cooling Programme

The Solar Heating and Cooling Programme was one of the first IEA Implementing Agreements to be established.  Since 1977, its members have been collaborating to advance active solar, passive solar and photovoltaic technologies and their application in buildings and other areas, such as agriculture and industry.  Current members are:

Australia

Finland


Portugal

Austria

France


Spain

Belgium

Italy


Sweden

Canada

Mexico


Switzerland

Denmark

Netherlands


United States

European Commission
New Zealand



Germany

Norway




A total of 37 Tasks have been initiated, 26 of which have been completed.  Each Task is managed by an Operating Agent from one of the participating countries.  Overall control of the program rests with an Executive Committee comprised of one representative from each contracting party to the Implementing Agreement.  In addition to the Task work, a number of special activities—Memorandum of Understanding with solar thermal trade organizations, statistics collection and analysis, conferences and workshops—have been undertaken.

The Tasks of the IEA Solar Heating and Cooling Programme, both underway and completed are as follows:

1. Current Tasks:

Task 27


Performance of Solar Facade Components

Task 29


Solar Crop Drying
Task 31 

Daylighting Buildings in the 21st Century

Task 32


Advanced Storage Concepts for Solar and Low Energy Buildings 

Task 33


Solar Heat for Industrial Processes
Task 34


Testing and Validation of Building Energy Simulation Tools
Task 35  
 
PV/Thermal Solar Systems

Task 36

Solar Resource Knowledge Management

Task 37

Advanced Housing Renovation with Solar & Conservation

Completed Tasks: 

Task 1

Investigation of the Performance of Solar Heating and Cooling 


Systems

Task 2

Coordination of Solar Heating and Cooling R&D
Task 3

Performance Testing of Solar Collectors
Task 4

Development of an Insolation Handbook and Instrument Package
Task 5

Use of Existing Meteorological Information for Solar Energy Application
Task 6

Performance of Solar Systems Using Evacuated Collectors
Task 7

Central Solar Heating Plants with Seasonal Storage

Task 8

Passive and Hybrid Solar Low Energy Buildings
Task 9

Solar Radiation and Pyranometry Studies
Task 10

Solar Materials R&D
Task 11

Passive and Hybrid Solar Commercial Buildings
Task 12

Building Energy Analysis and Design Tools for Solar Applications
Task 13

Advance Solar Low Energy Buildings

Task 14

Advance Active Solar Energy Systems
Task 16

Photovoltaics in Buildings

Task 17

Measuring and Modeling Spectral Radiation

Task 18

Advanced Glazing and Associated Materials for Solar and Building 


Applications
Task 19

Solar Air Systems
Task 20

Solar Energy in Building Renovation
Task 21

Daylight in Buildings

Task 22

Building Energy Analysis Tools
Task 23


Optimization of Solar Energy Use in Large Buildings
Task 24

Solar Procurement
Task 25

Solar Assisted Air Conditioning of Buildings
Task 26

Solar Combisystems

Task 28


olar Sustainable Housing

Completed Working Groups:

CSHPSS, ISOLDE, Materials in Solar Thermal Collectors, and the Evaluation of Task 13 Houses
To find more IEA Solar Heating and Cooling Programme publications or learn about the Programme visit our Internet site at www.iea-shc.org or contact the SHC Executive Secretary, Pamela Murphy, e-mail: pmurphy@MorseAssociatesInc.com. 

Energy Conservation in Buildings and Community Systems

The IEA sponsors research and development in a number of areas related to energy. The mission of one of those areas, the ECBCS - Energy Conservation for Building and Community Systems Programme, is to facilitate and accelerate the introduction of energy conservation, and environmentally sustainable technologies into healthy buildings and community systems, through innovation and research in decision-making, building assemblies and systems, and commercialisation. The objectives of collaborative work within the ECBCS R&D program are directly derived from the on-going energy and environmental challenges facing IEA countries in the area of construction, energy market and research. ECBCS addresses major challenges and takes advantage of opportunities in the following areas:

· exploitation of innovation and information technology;

· impact of energy measures on indoor health and usability;

· integration of building energy measures and tools to changes in lifestyles, work environment alternatives, and business environment.

The Executive Committee

Overall control of the program is maintained by an Executive Committee, which not only monitors existing projects but also identifies new areas where collaborative effort may be beneficial. To date the following projects have been initiated by the executive committee on Energy Conservation in Buildings and Community Systems (completed projects are identified by (*) ):

Annex 1: 
Load Energy Determination of Buildings (*)

Annex 2: 
Ekistics and Advanced Community Energy Systems (*)

Annex 3: 
Energy Conservation in Residential Buildings (*)

Annex 4: 
Glasgow Commercial Building Monitoring (*)

Annex 5: 
Air Infiltration and Ventilation Centre

Annex 6:
 Energy Systems and Design of Communities (*)

Annex 7: 
Local Government Energy Planning (*)

Annex 8: 
Inhabitants Behaviour with Regard to Ventilation (*)

Annex 9: 
Minimum Ventilation Rates (*)

Annex 10: 
Building HVAC System Simulation (*)

Annex 11: 
Energy Auditing (*)

Annex 12: 
Windows and Fenestration (*)

Annex 13: 
Energy Management in Hospitals (*)

Annex 14: 
Condensation and Energy (*)

Annex 15: 
Energy Efficiency in Schools (*)

Annex 16: 
BEMS 1- User Interfaces and System Integration (*)

Annex 17: 
BEMS 2- Evaluation and Emulation Techniques (*)

Annex 18: 
Demand Controlled Ventilation Systems (*)

Annex 19: 
Low Slope Roof Systems (*)

Annex 20: 
Air Flow Patterns within Buildings (*)

Annex 21: 
Thermal Modelling (*)

Annex 22: 
Energy Efficient Communities (*)

Annex 23: 
Multi Zone Air Flow Modelling (COMIS) (*)

Annex 24: 
Heat, Air and Moisture Transfer in Envelopes (*)

Annex 25: 
Real time HEVAC Simulation (*)

Annex 26: 
Energy Efficient Ventilation of Large Enclosures (*)

Annex 27: 
Evaluation and Demonstration of Domestic Ventilation Systems (*)

Annex 28: 
Low Energy Cooling Systems (*)

Annex 29: 
Daylight in Buildings (*)

Annex 30: 
Bringing Simulation to Application (*)

Annex 31: 
Energy-Related Environmental Impact of Buildings (*)

Annex 32: 
Integral Building Envelope Performance Assessment (*)

Annex 33: 
Advanced Local Energy Planning (*)

Annex 34: 
Computer-Aided Evaluation of HVAC System Performance (*)

Annex 35: 
Design of Energy Efficient Hybrid Ventilation (HYBVENT) (*)

Annex 36: 
Retrofitting of Educational Buildings (*)

Annex 37: 
Low Exergy Systems for Heating and Cooling of Buildings (LowEx) (*)

Annex 38: 
Solar Sustainable Housing  (*)

Annex 39: 
High Performance Insulation Systems (*)

Annex 40: 
Building Commissioning to Improve Energy Performance (*)

Annex 41:
Whole Building Heat, Air and Moisture Response (MOIST-ENG)

Annex 42:        The Simulation of Building-Integrated Fuel Cell and Other Cogeneration Systems 
(FC+COGEN-SIM)

Annex 43:
Testing and Validation of Building Energy Simulation Tools

Annex 44:
Integrating Environmentally Responsive Elements in Buildings

Annex 45:
Energy Efficient Electric Lighting for Buildings

Annex 46:        Holistic Assessment Tool-kit on Energy Efficient Retrofit Measures for Government Buildings (EnERGo)

Annex 47:
Cost-Effective Commissioning for Existing and Low Energy Buildings

Annex 48:
Heat Pumping and Reversible Air Conditioning

Annex 49:
Low Exergy Systems for High Performance Built Environments and Communities

Annex 50:
Prefabricated Systems for Low Energy / High Comfort Building Renewal

Working Group - Energy Efficiency in Educational Buildings (*)

Working Group - Indicators of Energy Efficiency in Cold Climate Buildings (*)

Working Group - Annex 36 Extension: The Energy Concept Adviser (*)

(*) – Completed

Participating countries in ECBCS:

Australia, Belgium, CEC, Canada, Czech Republic, Denmark, Finland, France, Germany, Greece, Israel, Italy, Japan, the Netherlands, New Zealand, Norway, Poland, Portugal, Sweden, Switzerland, Turkey, United Kingdom and the United States of America. 
SHC Task 34 / ECBCS Annex 43: Testing and Validation of Building Energy Simulation Tools

Goal and Objectives 

The goal of this Task/Annex is to undertake pre-normative research to develop a comprehensive and integrated suite of building energy analysis tool tests involving analytical, comparative, and empirical methods. These methods will provide for quality assurance of software, and some of the methods will be enacted by codes and standards bodies to certify software used for showing compliance to building energy standards.  This goal will be pursued by accomplishing the following objectives:

· Create and make widely available a comprehensive and integrated suite of IEA Building Energy Simulation Test (BESTEST) cases for evaluating, diagnosing, and correcting building energy simulation software. Tests will address modeling of the building thermal fabric and building mechanical equipment systems in the context of innovative low energy buildings.

· Maintain and expand as appropriate analytical solutions for building energy analysis tool evaluation.

· Create and make widely available high quality empirical validation data sets, including detailed and unambiguous documentation of the input data required for validating software, for a selected number of representative design conditions.

Scope

This Task/Annex investigates the availability and accuracy of building energy analysis tools and engineering models to evaluate the performance of innovative low-energy buildings. Innovative low-energy buildings attempt to be highly energy efficient through use of advanced energy-efficiency technologies or a combination of energy efficiency and solar energy technologies.  To be useful in a practical sense such tools must also be capable of modeling conventional buildings.  The scope of the Task is limited to building energy simulation tools, including emerging modular type tools, and to widely used innovative low-energy design concepts.  Activities will include development of analytical, comparative and empirical methods for evaluating, diagnosing, and correcting errors in building energy simulation software.    

The audience for the results of the Task/Annex is building energy simulation tool developers, and codes and standards (normes) organizations that need methods for certifying software.  However, tool users, such as architects, engineers, energy consultants, product manufacturers, and building owners and managers, are the ultimate beneficiaries of the research, and will be informed through targeted reports and articles.  

Means

The objectives are to be achieved by the Participants in the following Projects.

   Comparative and Analytical Verification Tests:

Project A: Ground-Coupled Heat Transfer with respect to Floor Slab and Basement Constructions

Project B: Multi-Zone Buildings and Air Flow

   Empirical Validation and Comparative Tests:

Project C: Shading/Daylighting/Load Interaction

Project D: Mechanical Equipment and Controls

Project E: Buildings with Double-Skin Facades

   Other:

Project G: Web Site for Consolidation of Tool Evaluation Tests

Participants

The participants in the task are Australia, Belgium, Canada, Czech Republic, Denmark, France, Germany, Japan, the Netherlands, Spain, Sweden, Switzerland, the United Kingdom, and the United States. The United States served as the Operating Agent for this Task, with Ron Judkoff of the National Renewable Energy Laboratory providing Operating Agent services on behalf of the U.S. Department of Energy.

This report documents work carried out under Project E: Buildings with Double-Skin Facades. 
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Executive Summary

This report is an outcome of the empirical validation of building simulation software tools conducted within the Subtask E: Modelling of a Double Skin Façade of International Energy Agency (IEA), Annex 34, Task 43 by the Experts Group composed of experts from the Solar Heating and Cooling (SHC) Programme. The main objective of the Subtask E is for buildings with Double Skin Façade (DSF), to perform empirical validation and, in this way, to assess suitability and awareness of building energy analysis tools for predicting energy use, heat transfer, ventilation flow rates, solar protection effect and cavity air temperatures of double-skin façade.
The work carried out within the subtask is targeting a very narrow and specific topic in building simulation – the double-skin façade. This work, builds on already existing testing and validation studies. An extensive number of studies is already available and applied in practice. For more information about existing results of testing and validation work, please see references [1] and [2].
There are two different test cases defined in the empirical test case specification, these are: DSF100_e and DSF200_e. In the test case DSF100_e, all of the openings of the double-skin façade were closed (DSF functions in the transparent insulation mode). On the contrary, in the test case DSF200_e, the top and bottom openings of the DSF were open to the outside, thus the double-skin facade functioned in the external air curtain mode. The primary difference between these two cases is the mass exchange of the air between the cavity and outdoors in the test case DSF200_e caused by the natural driving forces, and no mass exchange in the cavity in the test case DSF100_e.

Results of the empirical exercises are compared between several building energy simulation programs and experiments. The following is the list of organisations which participated in the exercises and the simulation programs they used to perform the simulations.  

	Organisation
	Program

	VABI
	VABI Software BV

Delft

The Netherlands
	VA114

	ESRU
	Dept. of Mechanical Eng.          

University of Strathclyde                 

Glasgow

Scotland
	ESP-r

	TUD
	Technical University of Dresden (TUD)
Germany
	TRNSYS-TUD



	LTH
	Division of Energy and Building Design

Department of Architecture and Built Environment

Lund Institute of Technology (LTH)

Sweden 
	IDA

	AAU
	Dept. of Civil Engineering

Aalborg University

Denmark
	BSim


Results of final IDA simulations are not included into this report, as due to circumstances, the experts didn’t have a possibility to carry out the final iteration of simulations; however, a lot of work has been done by LTH experts during the iteration process of this subtask. In the report, some results from the earlier iterations include plots with IDA calculations.
Experimental data
The experiments were conducted in the full-scale outdoor test facility ‘the Cube’, located at the main campus of Aalborg University, Denmark. The test facility consists of two main thermal zones where the measurements were carried out: the double-skin façade cavity and the experiment room, being adjacent to the DSF cavity. The Double-Skin Façade, facing towards the South. The double skin façade had a height to depth ratio of approximately 10. 

Duration of each experiment was approximately 2 weeks and started in the fall of 2006. Since the autumn/spring season represents the most complete spectrum of the DSF performance, the experiments were carried out in autumn. Contrary to summer, climatic conditions in early autumn (or late spring) are more inconsistent, there are many periods with large cloud cover of the sky, while the solar radiation intensity with the clear sky can still be relatively strong, the temperature variation between day and night time is more considerable and, consequently, the day time periods may lead to significant solar heat gains, while the night time periods may lead to significant heat losses if the DSF performance has not been optimised.

The experiments were performed to collect information about the boundary conditions for the empirical validation and at the same time, the response of the whole building to these boundary conditions was measured in terms of energy use, mass flow rates, and surface and air temperatures. Existing experimental data sets have a benefit of rather varying solar radiation intensity, that allows to validate whether the models are able to cope with the frequent changes in solar radiation intensity.
Empirical validation and the results

Preliminary investigations 

Prior to the empirical validation, a set of comparative test cases was defined, simulated, and analysed in the period of construction of the experimental test facility. Completion of the comparative test cases helped to point out the areas of modelling difficulties, the necessary empirical test cases for completing the subtask assignment and the important parameters to measure during the experiments.
Comparative exercises demonstrate some severe disagreements between the simulation tools when predicting the air flow rate in a naturally ventilated cavity, and thus demonstrate the necessity for the empirical exercises to complete the validation procedure. Only a limited number of comparative test cases were carried out, but these were sufficient to inform the experimental design and to appreciate the magnitude of differences between different simulation programs. As a result, the main emphasis of Subtask E was on the empirical tests to provide the reference against which modelling predictions could be compared.

Afterwards, the first empirical exercises were completed in the ‘blind’-form, which means that the modellers received the experimental results only after submitting their results of simulations. All in all, there were three rounds of simulations in the empirical validation procedure. After the first round it became clear that the models had to be improved for better agreement with the actual conditions in the test facility during the measurements.  Necessary improvements are explained below and were incorporated in the later rounds of simulations. 
· The thermal bridge losses in the test facility  were present in the test facility, but these were not included in  the first round of simulations
· Fabric ducts placed on the floor of the test facility to generate a piston flow in the experiment room had not been considered when performed the first round of simulations. 

Similar to the comparative test cases the first round of the empirical case studies has demonstrated a wide spread of results simulated with different tools, meanwhile, the diagnosis of reasons for disagreements between the experimental data and simulations were not easy, due to the complexity of the dynamic DSF-system and limitations in accuracy of the experimental data.

To diagnose the disagreements on a case by case basis, a set of additional test cases was defined and completed. These are: 

· Steady state cases (SS)

· No solar case (NS)

· Surface film coefficient - sensitivity study test cases

Due to the additional case studies, the importance of assumptions made towards modelling of the longwave and convective heat transfer with the reference to the case DSF100_e was demonstrated. And, the overall summary of these studies show the directions for further improvements which are given below, but more studies are necessary if the guidelines for modelling of DSF are to be prepared.

· Combined treatment of surface film coefficients is too simple
· Application of fixed surface film coefficients together with the separate treatment is also insufficient, but more studies are needed to argue further on this issue. 

Final results

First, an evaluation of the boundary conditions simulated by the different models was carried out. Sufficiently good agreement with the experimental data was achieved in computations of solar radiation striking the DSF surface for both of the test cases. Also, it was possible to demonstrate consistency in modelling the test cases and also to prove that the results of simulations are comparable with the experimental data. 
Relatively small deviations were observed when calculating the transmitted solar radiation to the zones (first order of solar transmission). However, it was argued that the deviations are mainly caused by the minor differences in calculation of incident solar radiation, which became more pronounced in the transmitted solar radiation, due to the large window areas. This part of validation is comparative, as no empirical data are available to estimate the magnitude of transmitted solar radiation.

Performance of the models is evaluated, mainly using the global parameters, which are defined as: 

· Air temperature and/or temperature raise in the DSF cavity compared to the outdoor air temperature 

· Mass flow rate in the DSF cavity

· Cooling/heating power in the room adjacent to the DSF (zone 2) in order to maintain constant thermal conditions in that room as defined in the task specification

Because of the extremely high air change rates in the cavity in DSF200_e case, it is crucial for validation that the programs agree very well with the experiments when calculating the air temperature in the zone 1. For the high air change rates, the disagreements in the air temperature are unacceptable, as they may result in hundreds of watts of error in thermal balance. 
The studies show that for the case DSF200_e, the models do not agree on the subject of air temperature in the zone 1. Even the models that perform best in terms of experimental results, still have an error of 1-5oC. Furthermore, the deviations from the experimental data in the periods with the peak solar radiation are much more significant. Only in the periods without solar radiation, a sufficient agreement is reached between the models and experiments. In the test case DSF100_e, which does not involve the mass transfer in the cavity, an approximation of the experimental data in the periods of peak solar loads is achieved for some models. Still, these models do not agree when other parameters like cooling/heating power, surface temperatures, etc. are compared.
Estimation of the mass flow rates is only relevant for the test case DSF200_e. Simulation and measurement of naturally induced flow rates are extremely difficult. Therefore, similarities in the shapes between the measurements and simulations for TRNSYS-TUD and ESP-r model show a great potential due to the fact that both of these programs take into the consideration the pressure difference coefficients for each opening. Still, the evaluation of the results against the empirical data is difficult, as there are two sets of the results available:

· Measured with the tracer gas method 

· Measured with the velocity profile method

Estimation of the accuracy of these two methods is still the weak point in the validation procedure. The authors have pointed out all of the possible risks of error during the experiments and, for now, the final conclusion is left upon the reader.

The deviations between the measured and simulated cooling/heating power in the zone adjacent to the DSF (zone 2) have also became obvious when the results were compared. Most of the models underestimate the cooling power in the zone especially in the days with intensive solar irradiation, while at night the agreement is rather good. The difficulties with the simulation during the day time periods are the consequence of the greater deviations in predicted air temperature and magnitudes of the mass flow rates in the cavity.
The great deviation in the cooling/heating power to the zone is a result of interplay of many parameters, such as air flow rate, convection and radiation heat transfer, transmission of solar radiation etc. At the same time it is not possible to validate all of the inter-related parameters in this subtask, as many of those are the challenge for the whole field of building simulations. Therefore it is not easy to find a reason for the disagreements. However, the air flow rate is particularly interesting and influencing factor for the DSF performance, moreover, the air flow in the DSF is an unavoidable part of the whole DSF concept. Thus, the air flow rate was chosen as one of the main targets in the evaluation and validation of building simulation software for buildings with DSF. Therefore, the report includes a closer discussion of the mass flow models used in simulations.
At last, it is necessary to mention that this work concerns a very specific situation. However the empirical validation procedure should be used for software- and model- validation prior to simulation of any other DSF building. Repeating the steps of empirical validation procedure described in the report will allow other researchers to observe the performance of their model compared against already available results and experiments. This will allow users to allocate possible problems within the software or within the model. Model adjustments can be needed. The lessons learned within this subtask are described in the report and could serve a good background for the allocation of those problems. 

Overview of the Subtask findings, conclusions and recommendations for future
Conclusions derived from the results of empirical validation exercise are summarised below.   
· Good performance of the models in periods of lower solar intensity indicates that the thermal building simulation tools perform very well, but in the periods of higher solar intensity, more detailed calculations or models should be applied, as the presence of solar radiation is an essential element for the double skin facade operation (only the period with the moderate solar intensity was modelled in the empirical test cases) and  there is often poor agreement between measurements and predictions at high solar intensities, especially in the natural ventilation configuration of  the double façade.
· The results of this empirical validation should be regarded as an argument for further empirical and comparative validation, as most of the results do not allow deriving any solid conclusions, but designate mainly the directions to follow in search for improvements. 

· In the report it is demonstrated that the application of commonly used combined fixed surface film coefficient is not sufficient enough. 

· Modellers should consider application of separated variable surface film coefficients in order to obtain more realistic predictions during the peak loads of solar radiation. Especially, this involves the radiation surface film coefficients and internal convective film coefficients, otherwise the air temperatures in the cavity and also the cooling power in the zone 2 will be drastically underestimated. 
· Also, the application of variable coefficients may not solve all of the disagreements, as the sensitivity study does not include any clear results, but only gives an indication of importance of assumptions towards the surface heat transfer.  

· The difficulties are also expected when the variable convective surface film coefficient has to be defined, as there are no experimental data available to define the convective heat transfer processes in the cavity, and the rule of thumb does not apply for the double-skin facade constructions. Then, no knowledge base exists to rely on when attempting to calculate or fix the surface film coefficients in a simulation model.

· The set of experimental data has sources of error and compared to laboratory conditions, has relatively large uncertainties, but on the other hand these experimental results represent the full-scale outdoor measurements with well controlled and documented internal conditions. Moreover, the experimental data set includes 2 weeks of monitoring of the mass flow rate in the DSF cavity, induced by the natural driving forces. And, it is worse to mention, that these measurements are unique by nature and therefore they represent an exceptional source of information both in terms of natural ventilation and DSF performance.
· The night time ventilation of the DSF is mainly driven by wind, therefore the correspondence of the experimental results with the simulations in the night time periods, tells about proper estimation of the pressure difference coefficients in the empirical specification. 

· An agreement was observed between experimentally and analytically estimated mass flow rate in the cavity, in conditions of pure buoyancy using the experimentally estimated discharge coefficients. This provides some level of confidence in the discharge coefficients determined experimentally in a wind tunnel.

· Conduction of the experiments led to a better insight into the double-skin façade phenomena and the occurrences that take place in the cavity. These can have a significant impact on the heat and mass transfer through the DSF cavity. Such occurrences as the reverse flow, wind washout effect and the recirculation flow in the cavity are discussed in the report together with their consequences on the set of the experimental data and simulation results.

In the future work it would be necessary to expand the sensitivity study and perform a number of tests where the convective and radiative heat transfer coefficients are extensively tested for application in a double-skin facade model. 
Experimental study of the convective heat transfer in the cavity would allow to prepare some guidelines when defining the convective surface film coefficients in the cavity. 

All in all, none of the models appeared to be consistent enough when comparing results of simulations with the experimental data: for every parameter considered – a different model seems to come closer to the experimental data. Meanwhile, every model has to demonstrate consistency of predictions for all parameters to be validated. So to say, all of the parameters for one model should have certain agreement with the experimental data. Since none of the models could fulfil this requirement, the main outcome of this report is the discussion of reasons for the disagreements, which are not straight forward. The disagreements between the models and experiments allow to indicate a problem, while further research is needed to solve these problems.  

Another, important subject in the DSF modelling is modelling of shading device in the cavity. The predictions made for the double skin facade in the empirical test cases DSF100_e and DSF200_e do not include the shading device. Despite that fact, the complexity of the processes in the DSF appeared to be strict enough to result in deficient accuracy of simulations. Shading device is a distinctive element of DSF application and, in addition, it is an important contributor to the double skin facade physics. Its contribution to the DSF physics is expressed by means of an additional heat source in the DSF cavity and therefore more complex longwave radiation exchange, increased air temperature in the cavity and thus the increased buoyancy effect, etc. In view of these facts, modelling can become even more intricate. Therefore it is desirable to continue with the empirical validation of building simulation software, including the solar shading devices, their properties and positioning in the cavity.

Next, the empirical validation exercise was limited to a specific geometry and height/depth aspect ratio of approximately 10 in the double façade cavity. No steps for validation of models with other dimensions of the cavity were carried out. The aspect ratio of the cavity is often vital for the flow regime, which defines the convective heat transfer processes and consequently, the air temperature and the temperature gradients in the cavity.  And finally, the spectral and thermal properties of glazing in the test facility ‘the Cube’ were used in validation, nevertheless, these will be different for any other building. Surface temperatures of the inner panes are critical for the comfort conditions in the room adjacent to a DSF and also the temperatures of the surfaces facing cavity are vital for the development of the boundary layer and the flow regime in the cavity. Such limitations of this validation task must be carefully considered if the validated model shall be transformed to simulate a DSF of different geometry and properties.
Identified difficulties, disagreements and improvements of the software for simulation of DSF performance

VA114

· Modelling of internal window was too simple in the previous version of the software. This is improved now

· The assumptions in the air flow model  were revised according to the literature study

BSim 


· Calculation of view factors for the longwave radiation exchange included a bug, which was corrected

· Weather data for solar radiation in form of [Global solar irradiation + Diffuse solar irradiation] causes an error in the calculation routine. The error is not corrected yet, but the following combination can be used [Normal direct solar irradiation + Diffuse solar irradiation on a horizontal surface]

· All solar radiation striking at the internal surfaces in the BSim models is fully absorbed (not yet corrected)

· Air temperature in thermal zone is now included as an option for the set-point in the systems control menu (was not possible in the previous versions of software, the operative air temperature was used instead)

· The thermal window model is combined with the optical model, which calculates the amount of solar radiation absorbed in the glass. This model is argued to be too simple and needs further improvements for simulation of DSF performance (no steps were made towards the improvement). 

ESP-r 

· None 

TRNSYS-TUD 

· A bug in the reporting routine was found and corrected

· A bug in the solar distribution model was found. The solar distribution model accounts for the calculation of solar radiation absorbed, reflected and transmitted (internal window) at the surfaces. 

How to read this report?
With this report, the authors aimed to allow the reader to read it, without the necessity to look through all of the working documents attached in appendix. Therefore, the report includes a short summary of the test cases defined in the empirical test case specification and also the main requirements set for the models. 

One of the main topics in the report is the empirical validation of the building simulation software and, therefore, the validation of empirical data set must take place along with the validation of models and software. It is impossible to make an opinion about the results of empirical validation and about the empirical data without the necessary information. In order to make the reader familiar with the main issues in the measurement set-up, measurement site or experimental procedures, one can go through the section 3. Short overview of the experiments, where the main procedures are explained. Also here, the reader can find an overview of the main results and related discussions. 

In the section 4. The Double Skin Facade. Theory and Modelling of the Empirical Test Cases, one can find an overview of the main difficulties when modelling a naturally ventilated cavity. Among the other things, here a summary of the assumptions made in the models towards the surface heat transfer coefficients and modelling the natural air flow is included.
Some work, included into this report involves studies of the phenomena of naturally induced flow in the cavity. The attention must be paid to the fact that all operations with the natural flow are done on the basis of the mass flow rates, which include air temperature, atmospheric pressure and moisture content. Still in the text, one can often meet an expression of ‘air flow rate’, which is applied only as a general expression, commonly used for the natural flow phenomena. 

Carried out diagnosis of the models, together with limited sensitivity studies are explained in the section 5.Additional Test Cases. This section is only an addition to the main work and the main results are mentioned in the later sections.

Final results of simulations are to be found in the section 6. Results from the Empirical Test Cases. Here, a lot of references have been made comparing the results between the models and also against the experimental results. The attention is paid to the facts when the results from one or another model overestimate or underestimate a parameter compared to the experimental data. It is very important to stress that the attention to these occurrences is paid by the authors only to show the magnitude of differences between the simulations and experiments. 

1. Introduction 
1.1 Foreword
The main objective of the Subtask E is for buildings with Double Skin Facades (DSF) to assess suitability and awareness of building energy analysis tools for predicting energy consumption, heat transfer, ventilation flow rates, cavity air and surface temperatures and solar protection effect and interaction with building services systems.
The starting point of this subtask was to develop a set of empirical test cases for the experimental validation of building simulation software tools. From the literature review [3], it is clear that an identification of a double skin facade with a typical performance is not easy, as every double skin facade building is almost unique. Thus, considering the empirical validation of the double skin facade modelling, a number of questions appeared:

· 
What is the DSF construction to choose for the empirical validation (positioning of openings, type of glazing, dimension of the DSF cavity, application of shading device, partitioning of the cavity etc.) 

· 
What is the operational principle for the DSF to choose for the empirical validation (naturally/mechanically ventilated, flow direction and origin of air flow)

In order to answer some of the questions, first, a set of comparative test cases was defined, simulated and analysed in the period of construction of the experimental test facility. Completion of the comparative test cases helped to point out the areas of modelling difficulties, the necessary empirical test cases for completing the subtask assignment and the important parameters to measure during the empirical test cases. Moreover useful feedback was obtained from the participants with comments on the test case specification, measurements and the review of the comparative/experimental results. Finally, the close collaboration made the authors familiar with the tools and approaches used in the software tools participating in the subtask exercises.  

Comparative exercises demonstrate some severe disagreements between the simulation tools when predicting the air flow rate in a naturally ventilated cavity, and thus demonstrate the necessity for the empirical exercises to complete the validation procedure. Only a limited number of comparative test cases were defined, but these were sufficient to inform the experimental design and to appreciate the magnitude of differences between different simulation programs. As a result, the main emphasis of Subtask E was on the empirical tests to provide the reference against which modelling predictions could be compared.

The set of empirical test cases includes a case with the naturally induced flow in the DSF cavity when the outer openings open to the outside (external air curtain mode) and a case with all windows closed (thermal insulation mode).  The third empirical case with the mechanically driven flow in the cavity was prepared, but not included into the subtask activity. 

1.2 Participants in the empirical validation

Results of the empirical exercise are compared between several building energy simulation programs and experiments. The following is the list of organizations, which participated in the exercises and the simulation programs they used to perform the simulations.  
	Organisation
	Program

	VABI
	VABI Software BV

Delft

The Netherlands
	VA114

	ESRU
	Dept. of Mechanical Eng.          

University of Strathclyde                 

Glasgow

Scotland
	ESP-r

	TUD
	Technical University of Dresden (TUD)
Germany
	TRNSYS-TUD

	LTH
	Division of Energy and Building Design

Department of Architecture and Built Environment

Lund Institute of Technology (LTH)

Sweden 
	IDA

	AAU
	Dept. of Civil Engineering

Aalborg University

Denmark
	BSim


Table 1. Organisations that performed the simulations and the simulation programs used.

2. Facts about the empirical test case specification

2.1 Empirical test case specification. General 

The empirical test case specification (Appendix II) was prepared for the outdoor test facility at Aalborg University, the ‘Cube’. The geometry and the definition of the constructions, their properties in the specification are given according to the actual geometry and properties in the ‘Cube’. Major part of the output parameters requested in the specification has a reference value among the empirical data. In the empirical specification, such parameters as air tightness, optical properties of the constructions etc. are defined according to the results of additional sets of measurements (see in [5])
As a result of discussion and evaluation of the results after each round of modelling, the empirical test case specification was changed a number of times by including additional output parameters, information, clarification and improvements to the defined test cases. 

2.2 Test cases in the empirical test case specification 

Case DSF100_e. All the openings are closed. There is no exchange of the zone air with the external or internal environment. The zone air temperature results from the conduction, convection and radiation heat exchange. The movement of the air in the DSF appears due to convective flows in the DSF. The test case is focused on assessment of the resulting cavity temperature in DSF and solar radiation transmitted through the DSF into adjacent zone.

Case DSF200_e. Openings are open to the outside. The DSF function is to remove the surplus solar heat gains by means of natural cooling. Temperature conditions and air flow conditions in the DSF should be examined together with the magnitude of natural driving forces.
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Figure 1. Empirical test cases.

	Test case
	Solar shading
	Driving force
	Boundary conditions
	Control of opening

	
	
	Buoyancy
	Wind
	Mechanical
	Internal
	External
	

	DSF100_e
	No
	-
	-
	-
	constant
	variable
	-

	DSF200_e
	No
	YES
	YES
	-
	constant
	variable
	-


Table 2. Empirical test cases.

2.3 Weather data 

The weather data are provided for 1 hour time intervals and 10 minutes time intervals. Parameters given in the weather data files are as follows:

· External air temperature, oC

· Global solar irradiation on horizontal surface, W/m2
· Diffuse solar irradiation on horizontal surface W/m2
· Wind direction, deg

· Wind speed, m/s, measured at 10 m above the ground

· Air relative humidity, %

· Atmospheric pressure, Pa

Period of the climate data is provided as following:

DSF100_e

19.10.2006 - 06.11.2006 (both days are included)

DSF200_e

01.10.2006 – 15.10.2006 (both days are included)

Besides the climate data, the ground temperature below the foundation in the experiment room is given as a boundary condition, together with the air temperature in neighbouring zones (instrument room and engine room).
2.4 Test case objective

From the complexity point of view, the test case DSF100_e is twofold. In truth, the convective flows in the DSF cavity with the all openings closed can become very complex and very difficult to model. However, the building simulation tools are not always able to model the intricate convective flows. On many occasions, the convective models are simplified and then the test case becomes relatively easy to model. An application of the advanced convection modelling for this case may involve coupling of building simulation tool with CFD or involve superior models for evaluation of flow regime and convective heat transfer coefficients and, in that case, the modelling becomes more complex and time consuming. 

Regarding the results of the comparative validation exercises [6], the differences between the air temperature in the DSF cavity calculated by different building simulation tools appeared to be significant: in the range of 10-15oC in the comparative test case corresponding to empirical case DSF100_e and 2-4oC for the comparative test case which corresponds to the empirical case DSF200_e. Also for the cooling power in the zone 2 the magnitude of differences is between the models is in the range of 1-2kW in the periods with the strong solar radiation. It is obvious, that there are different parameters that can cause these large deviations between the models. The convective heat transfer is one of the parameters that is likely to be significant, but, at the same time, it is not the task to perform the direct validation of the convective heat transfer, while the indirect validation is performed via global parameters, such as the air temperature, cooling/heating power, etc. 
Availability of the experimental data for this and other test cases simplifies the level of assumption when assessing the model or its components such as flow element, convective heat transfer etc. 

Looking upon the comparative test case DSF200_4, which corresponds to the empirical test case DSF200_e, the comparative results have demonstrated a great degree of deviations between the programs also when calculating the mass flow rate and the air temperature in the DSF cavity. As a result, the differences in predictions of cooling power in the experiment room appear reasonable. The fact that these are the test cases, which involve the phenomena of the natural air flow does not allow any further conclusions, as the naturally induced air flow has a complex nature and no model is experimentally validated for the application with the DSF. Therefore, the empirical test cases had to include the extensive measurements of the mass flow rate in the DSF cavity in order to be able to rely on the results of the empirical validation in the corresponding empirical test case DSF200_e. Finally, the objective of the empirical validation is to complete the validation procedure of the building simulation software for modelling buildings with DSF upon the experimental reference values. 
2.5 Definition of zones

There are two main zones defined in the empirical test cases. Experts were asked to model a double skin facade as a separate zone – zone 1. The zone adjacent to the double skin facade is defined as zone 2, the experiment room. The heating and cooling system in zone 2 keeps the air temperature in the zone constant at apx.  22oC. The ability of building simulation tools to simulate the necessary energy use in zone 2, and the air temperature and mass flow in zone 1 are the main quantitative measures of the building simulation tool performance and its validation.
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Figure 2. Definition of zones in the empirical test case specification.

2.6 Modelling requirements

Various building simulation software include different approaches and applications for modelling of the physical processes involved. Initially, it was desired that all case-models involve the same applications for the same parameters in every model and use the most detailed level of modelling allowed by simulation program being tested.

Cases specified for the modelling involve interaction of various processes; thus modelling may require different combinations of software applications and their options. For this reason, the building and its systems were specified in detail, but the way in which they were modelled was not prescribed. The design of the model had to be completed depending on the capability of the simulating software and the user’s decision, but as close as possible to the specification. 

In addition, it was requested that participants perform consistent modelling of the test cases. Modellers were asked to include in the modelling report, detailed documentation of any discrepancy between the test case specification and the model. 

Finally, the participants were asked to perform a consistent modelling of the empirical test case in relation to the comparative once.

2.7 Output parameters

The output parameters are defined in the specification. The following are the output parameters shared for all test cases: 

	N
	Output
	Unit
	Description

	1
	Direct solar irradiation on the window surface
	W/m2
	Mean hourly value

	2
	Diffuse solar irradiation on the window surface
	W/m2
	Mean hourly value

	3
	Total solar irradiation on the window surface
	W/m2
	Mean hourly value

	4
	Total solar radiation received on the external window  glass  surface 
	kW
	Mean hourly value 

	5
	Solar radiation transmitted from the outside into zone1 
	kW
	Mean hourly value 

	6
	Solar radiation transmitted from zone 1 into zone2 (first order of solar transmission)
	kW
	Mean hourly value 

	7
	Power used for cooling/heating in the zone 2
	kW
	Mean hourly value (with the ‘+’sign for heating and ‘-’sign for cooling)

	8
	Hour averaged surface temperature of external window surface facing external
	oC
	Mean hourly value

	9
	Hour averaged surface temperature of external window surface facing zone1
	oC
	Mean hourly value

	10
	Hour averaged surface temperature of internal window surface facing zone1,
	oC
	Mean hourly value

	11
	Hour averaged surface temperature of internal window surface facing zone2
	oC
	Mean hourly value

	12
	Hour averaged floor surface temperature in the zone 1
	oC
	Mean hourly value

	13
	Hour averaged ceiling surface temperature in the zone 1
	oC
	Mean hourly value

	14
	Hour averaged floor surface temperature in the zone 2
	oC
	Mean hourly value

	15
	Hour averaged ceiling surface temperature in the zone 2
	oC
	Mean hourly value

	16
	Hour averaged air temperature in the zone 1
	oC
	Mean hourly value


Table 3. Output parameters shared for the all test cases.

In the test cases DSF100_e, the solar altitude in the middle of hour is included as a separate output parameter, in order to control calculation of solar radiation distribution in the models.    
In the test case DSF200_e, the air flow rate is included as a separate output parameter. 
3. Short overview of the experiments 

3.1 Experimental test facility

‘The Cube’ is an outdoor test facility located at the main campus of Aalborg University. It has been built in the fall of 2005 with the purpose of detailed investigations of the DSF performance, development of the empirical test cases for validation and further improvements of various building simulation software for the modelling of buildings with double skin facades in the frame of IEA ECBCS ANNEX 43/SHC Task 34, Subtask E- Double Skin Facade.

The test facility is designed to be flexible for a choice of the DSF operational modes, natural or mechanical flow conditions, different types of shading devices etc.  Moreover, the superior control of the thermal conditions in the room adjacent to the DSF and the opening control allow to investigate the DSF both as a part of a complete ventilation system and as a separate element of building construction. 

The accuracy of these measurements is justified by the quality of the facility construction: ‘the Cube’ is very well insulated and tight. ‘The Cube’ consists of four domains, which are named as: Double Skin Facade, Experiment room, Instrument room and Engine room.  
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Figure 3. 'The Cube' (left). Rooms in ‘the Cube’ (right).
All openings of the double skin facade are controlled and can be operated separately. The combination of open openings defines the operative strategy of the DSF. Depending on the mode of DSF performance, it can function as a barrier for the solar heat gains, as an additional insulation, can preheat the air coming into the occupied zone, etc. In any of the above cases, the DSF affects the thermal conditions in the experiment room. 

The temperature in the experiment room can be kept constant, as there is a cooling unit installed in the engine room and a ventilation system with the heating and cooling unit installed in the experiment room, 
Figure 4
. In order to avoid temperature gradients in the experiment room, a recirculating piston flow with an air speed of approximately 0.2 m/s is used. This resulted in typical temperature gradient of approximately 0.02°C per meter height and maximum of 0.1°C per meter height. The air intake for recirculation is at the top of the room, after the intake the air passes through the preconditioning units of the ventilation system and then it is exhausted at the bottom of the room through the fabric ke-low impulse ducts. It is necessary to mention that the ducts affect the absorption of solar radiation on the floor surface. Also the temperature of the supply air in the ducts was different from the average air temperature in the zone. Therefore, the storage ability of the concrete floor was also affected by cooler or warmer air supplied through the ducts. Maximum power on cooling and heating unit is 10 kW and 2 kW, respectively.
[image: image5.jpg]


 [image: image6.jpg]


 [image: image7.jpg]



Figure 4. KE-low impulse fabric ducts in the experiment room (left, centre), Ventilation system in the experiment room (right).

Knowledge of solar radiation is crucial for the task of these experiments. However, in non-laboratory conditions, the ground reflected solar radiation depends on the surrounding of the test facility and therefore, it can vary to a great extent. For this reason, a large carpet was fixed on the ground from the side of the southern facade of ‘the Cube’ to achieve uniform reflection from the ground. The size of the carpet ensured a view factor between the DSF and the ground of approximately 0.5. Achieving of a reasonably higher view factor would require to double-up the carpet size.

The fabric of the carpet was chosen so that it does not change reflectance property when it is wet due to its permeability and had reflectance property of apx. 0.1, close to the generally assumed reflectance property of the ground. The carpet is also seen in Figure 3.

Absorption, reflection and transmission properties of all the surfaces in the DSF, experiment room and windows were tested at the EMPA Materials Science & Technology Laboratory. This was also the case for the ground carpet. The information about the spectral properties of the surfaces is available as a function of the wavelength, in the wave length interval 250-2500nm.

3.2 Preliminary tests

A number of preliminary experiments were completed before the final experimental set-up. Preliminary experiments were focused on improvements and “calibration” of the test facility, improvements of measurement techniques and on best suitable positioning of equipment.  

The air tightness of ‘the Cube’ was measured during construction, insulation and air tightening of the test facility, before and after installation of the experimental setup to ensure tightness. The final infiltration rate was 0.3 h‑1 at 100 Pa. Transmission heat losses were estimated for two set points, when the difference between the air temperature in the test room and outdoors was 16oC and 21oC resulting in a heatloss of apx. 0.26 W/(m2C). These tests have confirmed that ‘the Cube’ is extremely tight and well insulated. 

3.3 Experimental data sets 
3.3.1 Measurement conditions

Duration of each experiment was approximately 2 weeks and started in the fall of 2006. Since the autumn/spring season represents the most complete spectrum of the DSF performance, the experiments were carried out in autumn. Contrary to summer, climatic conditions in early autumn (or late spring) are more inconsistent, with frequent periods of large cloud cover of the sky, while the solar radiation intensity with the clear sky can still be relatively strong. The temperature variation between day and night time is more considerable and, consequently the day time periods may lead to significant solar heat gains, while the night time periods may lead to significant heat losses if the DSF performance has not been optimised.

The air temperature, air flow rate in the cavity and, correspondingly, the amount of surplus heat gains removed with the cavity air are the main measures of the double skin facade performance, and also it can be used as a measure for validation of a building simulation tool for modelling of a DSF performance. The air temperature in the experiment room of ‘the Cube’ was kept uniform and constant at approximately 22oC. to minimise the influence of the interior environment on DSF performance.

Both, the interior and exterior environment define the boundary conditions for the DSF, and the detailed knowledge of those was essential for further application of the experimental results and evaluation of the DSF performance. 

The surplus solar gains into the experiment room were measured indirectly, by assessment of the total cooling power delivered to the experiment room in order to keep the air temperature constant. All of the equipment in the experiment room, which functioned as a heat source, was connected to the wattmeter to keep track of all loads and losses in the room.

3.3.2 Boundary conditions 

3.3.2.1 Wind speed, wind direction and mean wind speed profile

The natural wind speed varies in time and space, the character of its variation is highly random and the wind flow is highly turbulent. At the same time, the wind speed is one of the main contributors to the natural ventilation flow.

The change of the mean wind velocity depending on height and intervening terrain is expressed through the mean wind speed profile. Once the mean wind speed profile is identified, based on a wide spectrum of wind velocities and wind directions with a substantial number of measurement points, then the wind profile turns to be one of the characteristics of the local environment.

Experimental data for the vertical wind speed profile covered a measurement period from 1st of June 2006 until 1st of January 2007. This period included various wind directions and wind speeds. Wind velocity and wind direction were measured in six points above the ground in order to build a vertical wind profile. Both 2D and 3D ultrasonic anemometers were placed on the mast in the centre line of the building, 12m away from its South facade (Figure 5). The sampling rate was 5 Hz. 
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Figure 5. Wind mast in front of 'the Cube' (left). Positioning of equipment on the mast (right).

3.3.2.2 Outdoor air temperature, air humidity and solar radiation 

Outdoor air temperature was measured using two thermocouples type K at the height of 2 m above ground. Air humidity of the outside air was measured continuously for completing the set of weather data parameters for building simulation tools. Outside air humidity was measured every 10 minutes.

For purpose of weather data assembling, two pyranometers were placed horizontally on the roof of ‘the Cube’. BF3 pyranometer measures Global and Diffuse solar irradiation on the horizontal surface. Another pyranometer, Wilhelm Lambrecht, measures only Global solar irradiation on the horizontal surface and was placed on the roof for control of BF3-readings. 

Primarily to the installation, all of the pyranometers were calibrated in reference with CM21, which was calibrated in sunsimulator and corrected by Kipp&Zonen B.V.  The max errors appeared at the small angles of incidence, that meant that for most of the time the error was much less, see more in reference 5.

3.3.2.3 Air temperature and vertical temperature gradient in the DSF cavity

Direct solar radiation is an essential element for the facade operation, but it can heavily affect measurements of air temperature and may lead to errors of high magnitude using bare thermocouples. A number of tests were carried out preliminary to the experiments, where various techniques were investigated for their ability to shield thermocouples from direct irradiance, in order to achieve an accurate and reliable way to measure the air temperature reducing the error caused by radiation. As an outcome of these tests, all of the thermocouples placed free in the DSF cavity were protected: thermocouples were coated with silver, shielded from direct solar radiation by a silver-coated tube, which was continuously ventilated by a minifan, see Figure 6. The air temperature in the DSF cavity was measured at six different heights in the centre line of the cavity. The measurements were carried out with the sampling frequency 5Hz and averaged for every 10 minutes. 

The dimensionless air temperature was used to investigate the vertical temperature gradients in the DSF cavity, the definition of it is given in equation 1.
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Figure 6. Experimental setup: testing of shielding techniques for air temperature measurements under direct solar access.
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Figure 7. Silver coated ventilated tube for shielding a thermocouple from solar radiation (left). Dimensionless temperature gradient in the DSF cavity in the case DSF200_e (right).

Equation 3‑1
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thdim
- dimensionless air temperature in the DSF at the height h
th
- temperature in the DSF cavity at the height h, oC

to
- outdoor air temperature, oC

ti
- indoor air temperature (in the experiment room), oC

3.3.3 Surface temperature of the glazing 

Measurement of glazing surface temperature was performed in the centre of a glazing pane for each large window section. The temperature was measured at: the internal surface of the inner window (ii), the external surface of the inner window (ei), and the internal surface of the outer windowpane (ie).

This measurement was conducted with sensors shaded from direct solar access. Continuous shading of the thermocouple sensor at the inner pane (ie) was ensured by a thin aluminium foil fixed around the sensor at the external surface. As a result, the foil shaded both a sensor at the external (ie) and internal (ii) surfaces. The thermocouple at the internal surface of the outer pane (ei) was shaded in a similar way by a piece of aluminium sticky tape on the external surface of the outer pain. 

3.3.4 Mass flow rate in the DSF cavity

Assessment of the air change rate is crucial for the evaluation of indoor climate and the performance of a double skin facade. As a result, the air change rate repeatedly becomes a target for measurement, prediction and simulation. In the meantime, the air flow occurring in the naturally ventilated spaces is very intricate and extremely difficult to measure. The stochastic nature of wind and as a consequence non-uniform and dynamic flow conditions in combination with the assisting or opposing buoyancy force cause the main difficulties. There were three techniques used for the air flow measurements, but only two of them were successful. The third method (pressure difference method) was a failure as it’s’ accuracy was very sensitive to the location where the pressure difference is measured and also must be able to measure accurately in the range of 1-10 Pa. This method is rather young and there are no guidelines available for the procedure. In the experimental set-up the measurements of the pressure difference were not accurate enough. 
Velocity profile method. This method requires a set of anemometers to measure a velocity profile in the opening, and then the shape of the determined velocity profile depends on the amount of anemometers installed. Instead of placing equipment directly in the opening in the case of the double skin facade, it can be placed in the DSF cavity, where the velocity profile can be measured in a few levels instead for one.

Accuracy of the velocity profile method depends on many factors (number of measurement points, positioning of equipment, and impact of boundary flow). Therefore, it is common to express it in accuracy of the measuring equipment. The hot sphere anemometers have been calibrated and had an accuracy of 0.01m/s.

Tracer gas method. This method requires the minimum amount of measurements and equipment, but it is characterised with frequent difficulties to obtain uniform concentration of the tracer gas, disturbances from the wind washout effects and finally with the time delay of signal caused by the time constant of gas analyzer. The constant injection method [15] was used in the experiments.   

According to [17], the tracer gas theory assumes that the tracer gas concentration is constant throughout the measured zone. The expected error of tracer gas results is in the range of 5-10%, what greatly depends on the tracer gas mixing with the air in the DSF cavity. 

Both of the measurement methods have sources of errors and comparing their outputs have some level of disagreement. However,  the natural air flow phenomena is very complex and this results is the best approximation to the long time monitoring of natural air flow phenomena and can be used for experimental validation of numerical models of natural ventilation air flow.

Talking about the accuracy of these measurements, one can speak only of accuracy of equipment used for the measurement, as it is not possible to give estimation for the dataset accuracy for the whole measurement period. This is partly caused by the dynamics of the measured air flow, where the measurement accuracy will change along with the changes of boundary conditions. Another reason is simply the lack of information and experience for this kind of measurement in outdoor test facilities. Still, one can refer to the literature about the accuracy of the experimental method used. 
Errors that may appear in the velocity profile method will also be discussed in the section 6.4.7 of this report.

3.3.5 Wind pressure, stack effect and their impact on a mass flow rate in the DSF cavity

The stack effect, known also as a buoyancy force, is the force that generates the flow motion between two or more zones with different air densities due to the differences in temperatures and/or moister content. 

It is common to assume that the air flow in naturally ventilated cavities is buoyancy driven in summer, especially if a solar shading device is lowered in the cavity space. The solar radiation is then captured by the shading device, which emits the radiation in all directions and also releases it to the surrounding air by convection. Finally, the strength of the stack effect increases. 

The kinetic energy of the wind changes into the potential energy (pressure) when meeting obstacles. The windward surfaces are submitted to positive and leeward surfaces to negative pressure.  Natural ventilation by wind is the air exchange between zones, caused by wind-induced pressure differences on the building facades that propagate into the interior of the building. The distribution of the wind pressure on the building is described by the pressure difference coefficients Cp.

Figure 9, Figure 9, Figure 11 are given for an easy illustration of the different impact of the driving forces on the mass flow rate in the cavity. The wind force is expressed via the wind speed and the buoyancy force via the dimensionless air temperature in the cavity. Furthermore, the results of the mass flow rate for the night time period (Is=0) and the period with the relatively strong solar radiation (Is>Ism) are split.   

The dimensionless air temperature was used for the investigations, defined in the equation: 
Equation 3‑2
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Figure 8. Correlation between dimensionless air temperature in the DSF cavity and mass flow rate in the cavity. Test case DSF200_e. Tracer gas method
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Figure 9. Correlation between dimensionless air temperature in the DSF cavity and mass flow rate in the cavity. Test case DSF200_e. Velocity profile method
In the tracer gas method, it is obvious that the empirical results include measurement errors, primarily caused by bad mixing of the tracer gas, flow reversal in the cavity or washout effects, while in the velocity profile method, the measurement errors cannot be observed directly.
Looking upon the plots in the Figure 9, it is evident that even for the higher air temperatures in the cavity, it is still difficult to observe the correlation between the mass flow in the cavity and the air temperature. 

In case of pure buoyancy, the mass flow rate in the DSF can be calculated if the discharge coefficients are exact. In the preliminary experiments (see reference 5), these were estimated as 0.65 and 0.72 for the bottom and top opening, correspondingly. The mass flow rate for conditions of pure buoyancy is estimated in correspondence with experimental conditions and illustrated in the Figure 10. It is remarkable that the manual calculations are in good agreement with the lowest mass flow rates obtained experimentally. Still, the foremost part of experimental data available is located above the analytically obtained values for the buoyancy originated flow. 

Another interesting matter to be pointed out is the choice of the discharge coefficients for the calculations in the Figure 10. An agreement between estimated and experimentally obtained data gives some level of confidence in achieving truthful results using the discharge coefficients determined experimentally in a wind tunnel.  

[image: image16.emf]
Figure 10. Estimated mass flow rate in the DSF cavity for pure buoyancy natural ventilation.

In both sets of the experimental results (tracer gas and the velocity profile methods), the high mass flow rates are characterized with the higher wind speed (Figure 11).
[image: image17.emf]
Figure 11. Correlation between mass flow rate in the in the DSF cavity and wind speed. DSF200_e case.
Here, the only conclusion can be drawn, that the greater part of the experimental data is available for the wind dominated natural ventilation or a combination of wind and buoyant forces. However, as demonstrated in Figure 10, it does not mean that there were no periods with the buoyancy dominated natural ventilation. 

Further, in order to investigate strength of the buoyancy and strength of the wind driving forces separately, the mass flow rate is plotted as a function of the wind speed and dimensionless air temperature in the DSF cavity in Figure 12 and in Figure 13. The dimensionless air temperature in these figures is divided into three groups, in order to identify conditions for buoyancy dominated natural ventilation in the empirical results: 

· Negative or low dimensionless temperature,  tdim<0.3
· Moderate temperature difference between the indoors and outdoors, 0.3≤ tdim<0.8

· Relatively high temperature difference between the indoors and outdoors, tdim>0.8 

From Figure 12 it is seen that for the low wind speed (0-2m/s) and high dimensionless temperatures (tdim>0.8) the mass flow rate in the cavity is relatively constant. For the moderate wind speed (2-3m/s), more experimental errors are present. However, the range of the mean flow rate for the high dimensionless temperature is almost the same as for the low wind speed (apx. 900kg/h). Moreover, the mass flow rate is nearly constant and thus independent from the wind speed. In the last plot, with the higher range of wind velocities (4-14m/s), the mass flow rate has a scatter character and no consistency of the results can be observed. 

Similar situation is observed for the velocity profile method (Figure 13), but it is still different, especially looking upon the spread of the flow rates for tdim(0.8 and wind speed 0-4m/s. Meanwhile, for the wind speed above 4m/s, there is a clearer dependency between the mass flow rate and wind speed, which is not seen in tracer gas method plots.

[image: image18.emf]0 1 2

0

1000

2000

3000

4000

5000

6000

7000

Wind speed, m/s

Mass flow rate, kg/h

 

 

2 3 4

0

1000

2000

3000

4000

5000

6000

7000

Wind speed, m/s

Mass flow rate, kg/h

4 6 8 10 12 14

0

1000

2000

3000

4000

5000

6000

7000

Wind speed, m/s

Mass flow rate, kg/h

t

dim

<0.3

0.3 



 t

dim

<0.8

t

dim

 



 0.8


Figure 12. Effect of the wind speed and air temperature on the mass flow rate in DSF. Tracer gas method.

[image: image19.emf]
Figure 13. Effect of the wind speed and air temperature on the mass flow rate in DSF. Velocity profile method.

To outline Figure 12, it is necessary to draw an attention to the fact that the mass flow rate, plotted with the red spots (tdim(0.8) stays constant with the wind speed up to 4m/s. Consequently, these are the results obtained for the buoyancy dominated natural ventilation, while for the wind speed above 4m/s, the driving force in the cavity resulted from the wind forces or combined forces. And the greater part of the experimental data is available for the wind dominated or combined natural ventilation. 

Similar observation was made by Larsen [16] in the wind-tunnel measurement results for the single sided ventilation through a single opening: with the increase of the wind speed up to 5m/s, the effect of the buoyant forces on the air flow rate through the opening was estimated as close to none-existing. 

This outline, however, causes two reasons for disagreement. First one is an existing general assumption about the buoyancy driven natural ventilation in DSF. This disagreement, in the first place, is caused by the lack of a shading device in the DSF cavity, which normally functions as an additional heat source in the cavity and correspondingly helps to generate higher vertical temperature gradients. 

The second one is the occurrence of the wind dominated or combined natural ventilation for the external air curtain mode in the double-skin facade (natural ventilation principle in this mode is categorised as single-sided natural ventilation on different levels) and the DSF openings are subjected to nearly the same wind generated pressure (ΔCp(0).

In the Figure 14, it is demonstrated that the major part of the measurement errors is characteristic for approximately South wind direction (apx.180o, wind is directed to the DSF). The South wind directions are also characterised by the ΔCp(0, thus the main reason for these measurement errors was probably the instability, when the smallest change in the wind pressure at the top or bottom opening could reverse the flow or cause multiple wash-outs. 
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Figure 14. Effect of South wind direction on the mass flow rate in the DSF cavity. Tracer gas method. DSF200_e case.
Wind washout effect in DSF is the phenomenon, which causes an additional flow path in the double-skin façade cavity. Normally, wind washout effects exist together with the main flow. The washouts are originated when the wind blows in the direction of facade containing openings. Then the distribution of pressure on the façade’s openings may vary a lot in a horizontal direction. And, in case of low flow resistances in the cavity, some small amount of air enters and leaves through the openings located on the same height above the ground, due to the differences in pressure distribution. For example: the air enters through the opening SOL1 and leaves through the opening SOL3 in the Figure 15.
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Figure 15. Illustration of wind wash out effect.
When the main flow in the DSF is low, then there is a higher probability for an error caused by wind washout effects, while for the high natural air flow rates in the cavity (such as in the test case DSF200_e) the magnitude of the main flow is rather high, that means that the façade resistance against the washout effects is also high.

[image: image22.emf] [image: image23.emf]
Figure 16.  Effect of wind direction on the mass flow rate in the DSF cavity. Tracer gas method (left). Velocity profile method (right). DSF200_e case.
Considering that the air flow increases with the South wind directions, both in case of the velocity profile method and the tracer gas method, indicates that not only the measurement errors due to the wind washout take place for these wind directions, but actually, there is an increase of the flow rate for the Southern wind directions. 

This, however, causes a disagreement with the commonly used theory of the wind pressure coefficients for calculation of the wind generated natural driving forces in a single-sided ventilation principle, as in many empirical models it is assumed that ΔCp(0 and therefore, the wind forces have been disregarded in these models. 

3.3.6 Cooling/heating power in the experiment room

One of the main targets of this experimental work was to accurately estimate solar gains and heat losses by the room adjacent to the double skin facade, as these parameters independently reflect the performance of the DSF cavity. Their independence was assured by the minimised influence of the experiment room on the DSF performance, as the thermal conditions in the room were kept constant, no regulation of the window openings was used and no shading devices were installed; the building was very well insulated and kept air tight, the transmission heat losses were estimated and all influencing climate parameters were measured. 

Water was used in the cooling unit of the ventilation system. With the purpose to avoid the condensation on the surface of the surface of the cooling unit, the minimum water temperature was set to 12oC. The difference between the supply and return water temperature from the cooling unit in the experiment room was measured using one thermocouple type K with a maximum uncertainty of 0.1oC. The mass flow of the water supplied to the cooling unit was measured with a water flow meter MULTICAL from Kamstrup, which measures in a range from 0 to 1 kg/s and calibrated to an uncertainty of ±0.1% of the reading. Both the temperature difference and the water mass flow were collected by Helios data logger at a frequency 0.1 Hz.  

The heating unit in the ventilation system was rarely activated, as in most cases, the additional heating load from the fan of the ventilation system in the experiment room ensured a sufficient cooling load. To keep a track of all loads to the experiment room, including the heating unit, all equipment in the room was connected to a wattmeter. The accuracy of the device was 0.1% of the reading (2.6 kW). 

4. The Double Skin Facade. Theory and Modelling of the Empirical Test Cases
4.1 Modelling of the double skin facade
This chapter of the report is aimed to summarise the main issues when modelling DSF performance. The complexity of the DSF modelling is well known and there are no doubts about the necessity for the empirical exercises completed during the IEA Annex 34/43 activity. On the contrary, a general concern is expressed in the literature about the lack of the experimental data and validated software tools for the DSF buildings [3]. Moreover, there is literature available about the clarification why it is difficult to perform the modelling of the DSF performance. Looking upon these arguments, it is easy to understand why there is still an active hunt for a better model for the DSF modelling. 

From another point of view, there is a number of well developed building simulation tools, able to perform calculations necessary for the DSF modelling. Then appear some questions:

· Does the claim that none of the simulation tools able to predict performance of a building with the DSF express the general difficulties for DSF modelling?   

· Or is this claim caused by the lack of experience, knowledge or guidelines, when applying already existing building simulation tools or by the lack of knowledge about the suitable tool to use? 

· Or is this just a call for a model that would simplify the modelling of the DSF?

In the literature review [3] the details about difficulties in DSF modelling are summarised. A classification is also made of the main elements in the DSF physics, these are the optical, heat transfer and air flow element. Earlier, the participants of the comparative and empirical exercises agreed that the optics and heat transfer elements are the common issues for the whole field of building simulations, then this report and whole activity of the subtask is focused on the investigations of the air flow element in modelling of the DSF performance, as its assessment is crucial for the indoor climate and evaluation of the performance of the double skin facade.

However, the convective flows in the DSF cavity can be very strong and can have a serious impact on a final result of simulation. At the same time the different building simulation software uses different models in calculation of surface heat transfer coefficients. In order to help the reader in the evaluation of performance of different simulation tools, this chapter includes a section with a short summary over the surface heat transfer coefficients used in different models, while even more details can be found in the modeller reports, which are included in Appendix VI. 

4.2 Surface heat transfer coefficients. Convection 

All of the models in the empirical validation exercises make a split between the convective and radiative surface heat transfer coefficients. A sensitivity study of the surface film coefficients for DSF modelling was also conducted (see more in section 5.4), where it is argued against the combined treatment of surface film coefficients for DSF modelling. 

As it can be seen from the table below, all of the models use longwave radiation exchange with the sky and the ground, the details about it can be found in the modeller reports. When looking upon the level of detail in modelling of external longwave radiation exchange, all of the models include almost the same level of detail and therefore this will not be discussed further. However, it is not possible to do the same conclusion on the subject of convection heat transfer, as it is demonstrated in the table below. But first, the role of convective heat transfer in the specified empirical test cases is discussed.  

The operational mode of the DSF can vary according to its function in one or another building, but the design of the DSF cavity is more or less the same: two layers of fenestration, separated with the air gap, which, in most of the cases, include shading device. No matter what is the operational strategy of the DSF, the air temperature in the gap is the result of the solar radiation absorbed by glazing and/or shading device. As a result, the air temperature in the DSF cavity is mainly the result of the convective heat transfer between the heated surfaces of glass and air. The floor or ceiling and side walls of the DSF rarely have any importance, as in a real life, the weight of their areas is very small compared to the area of fenestration and shading.

The convective heat transfer is relatively easier to estimate for the mechanically induced flow motion compared to the naturally driven flow, where the convection heat transfer depends on size, shape, orientation, flow regime, temperature etc. 
The results of simulations can be very sensitive to the convective heat transfer coefficient in the models and the differences between the convection heat transfer coefficients in the models are important. The importance of the surface heat transfer coefficients is also investigated in the section 5.4, where a simple sensitivity study is used to demonstrate the consequences of the assumptions made towards the surface heat transfer. Below is the table of summary of the convection heat transfer coefficients used in models in the empirical exercises.

	Software
	BSim
	VA114
	ESP-r
	TRNSYS-TUD

	External heat transfer coefficient

	Convection 
	if wind≤5 m/s 

h=5.82+3.96wind
else 
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	4.4W/(m2oK), except 3W/(m2oK) for ceiling and floor 
(set acc. to modellers opinion)

	Radiation 
	Linearised coefficients based on surface emissivity and view factors
	Linearised coefficients based on surface emissivity and view factors
	Linearised coefficients based on surface emissivity and view factors
	Nonlinear treatment of radiation heat exchange


Table 4. Convection and radiation heat exchange at the surface.
4.3 Air (mass) flow models

This section deals with the models for calculation of the air flow rate in a naturally ventilated DSF cavity applied in the empirical validation exercise. The air flow in naturally ventilated spaces is induced by the pressure differences, which evoke from the wind pressure, wind fluctuations and buoyancy forces (the mechanical force is not discussed in this section). The determination of the buoyancy force is straight forward, while the main difficulties in the theory of the natural ventilation exist due to highly transient wind phenomenon. 

There are a number of approaches used for calculations of air flow in a naturally ventilated (multizone) buildings, however, all of them have most of the following issues in common: 

· Challenge to represent the wind speed reduction from the meteorological data  to the local microclimate near the building

· Challenge in determination of the wind pressure coefficients

· Challenge to decide on appropriate discharge coefficients and pressure loss coefficients in general

· Challenge to agree on an appropriate relation between pressure loss and air flow rate through the opening (determination of coefficients in the relationships), etc.

Depending on external conditions and the double skin facade running mode the air flow rate in a ventilated cavity can have significant variation in order of magnitude and in occurrence of a reverse flow. In contrast, in a traditionally ventilated domain, the minimum air change rate is specified in requirements for the indoor air quality, while maximum is normally restricted by the energy savings considerations. In view of that, the great variations in the magnitude of the air flow rate are identified as the distinctive element of the cavity flow.  The variation of the flow magnitude may result in variation of the flow regimes and will further complicate the situation. 

The commonly used models for calculation of the natural air flow rates are:

· The network pressure model – is based on continuity equations to determine pressures in different zones of the network and then the air flow rates are determined on the basis of different relationships (orifice, power-law etc.)

· The loop pressure equation model – is method where the pressure loop equations are written for the whole air path loop, and the air flow rate is determined on the basis of those equations.  

· The experimental method uses empirical relationships for the determination of the air flow rates depending on temperature, wind speed, wind pressure coefficients and the discharge coefficient. 

The pressure network and the pressure loop method are very similar. Moreover, both of these methods can apply the orifice and the power-law relationships for determination of the air flow rate on the basis of pressure difference. However, an application of one or another relationship is a sensitive matter, as the classic orifice equation is more suitable for the large openings and fully developed turbulent flow. Meanwhile, the power-law equation is more flexible and can be adjusted to different conditions and opening sizes via the exponent n and coefficient C.
Equation 4‑1
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Orifice equation

Equation 4‑2
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Power-law equation

P
- pressure difference across the opening


- air density
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- volume flow rate
CD
- discharge coefficient

A
- opening area

n, C
- exponent and flow coefficient

The experimental method is the simplified one, where the transient character of the wind is simplified and a relationship is shown below used for the calculation of air flow rates. 

Equation 4‑3
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Equation 4‑4
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Equation 4‑5
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- volume flow rate
cv, ct
- coefficient for the wind force and buoyancy respectively
V10
- the reference wind velocity at the height 10m

T
- temperature difference between two environments

n
- number of openings

j
- opening number

CD
- the discharge coefficient

Aj
- area of the opening ‘j’

Ho
- height of the neutral plane
Hj
- height of the opening ‘j’

g
- gravity force

The summary of the model used for the empirical exercises is done in the table below:

	Software
	BSim
	VA114
	ESP-r
	TRNSYS-TUD

	Influencing parameters in the flow model
	wind force
	x
	x
	x

	
	wind fluctuations
	-
	x
	-

	
	buoyancy
	x
	x
	x

	Air flow model*
	experimental (explained above)
	network 
	network 
	network 

	Pressure-Airflow relationship used 
	 
	power-law
	orifice
	power-law

	Discharge coefficient
	0.65
	0.61
	as in spec. 0.65/0.72
	0.65

	Pressure difference coefficients
	different from spec,  Cp=0, but 

wind impact is included by application of Cv-coefficient
	different from spec,  Cp=0
	as in spec
	as in spec

	Model for wind fluctuations 
	 -
	[11], [12]
	 -
	 -

	* None uses the loop equations
	
	
	
	


Table 5. Comparison of air flow models used in the simulation tools.
Openings in the empirical exercises were specified, all of them had the same orientation and therefore the wind pressure component became less influencing or equal to zero (in VA114). In such a situation, the wind turbulence can generate a substantial flow rate. However, only VA114 considers the wind fluctuations. 

In the empirical specification, the size of the openings is different for the top and the bottom openings. Consequently, the friction losses and contraction of the jet are different for the top and the bottom openings. This is specified via the discharge coefficients Cd for the openings on the basis of experiments; only ESP-r and BSim model have used this data. 
The pressure coefficients given in the empirical test case specification are given for the wind velocity at the building height (6m), however, the wind velocity in the climate data file is given for the wind velocity at the 10m height. Besides the parameters included into the table above, the reduction of the wind speed to the local terrain next to the building can have some degree of influence on the calculations of the wind pressure magnitude and influence of the wind turbulence for the air flow calculations.  Below is given the comparison of the wind speed reduction relationships used in different models and it demonstrates that the models use almost the same wind reduction relationship in the simulations. 

	Software:
	BSim
	VA114
	ESP-r
	TRNSYS-TUD

	Reduction factor to the reference wind velocity at the height of 10m:
	0.922
	0.922
	0.922
	0.84


Table 6. Reduction factor to the reference wind velocity at the height of 10m in different models.
In the comparative exercises, the infiltration parameters were set to negligible minimum, while in the empirical exercises, this was specified, however not for the zone 1. According to the measurements, the experimental test facility has superior air tightness; therefore, the assumption of negligible infiltration in the empirical models is also satisfactory.
5. Additional Test Cases
5.1 Background

The initial goal of this subtask was to conduct the empirical validation of the building simulation software on its ability to simulate the performance of a DSF building. Accordingly, earlier versions of the model specifications were not strict and the experts were allowed to use the best suitable to their knowledge, approach to setup the model. First, in order to eliminate possible errors and complete a comparative validation of the models, a set of comparative test cases was defined and completed.  The results from the comparative cases are available in a working document of the subtask, which demonstrated the magnitude of differences between the results obtained using different simulation tools and models.

Nearly the same conclusion was obtained with the first results of empirical case studies. Meanwhile, the diagnosis of reasons for disagreements between the experimental data and simulation results was not easy, due to the complexity of the dynamic DSF-system and limitations in accuracy of the experimental data.

There was a need for a step back and repetition of some simulations under the simplified conditions to diagnose disagreements on a case by case basis. First, the optical/thermal properties of the glazing were double-checked and corrected if necessary, in order to be identical in all of the models. Originally, in the specification, the optical properties of the glazing were given according to the product specification (see earlier versions of test case specification). However, experimentally obtained spectral properties of the glazing were also available. Spectral properties were used in WIS software to calculate the optical properties of the glazing (Appendix IV). The results were similar to the once from the product specifications. Finally, the optical properties for all models were chosen according to WIS-results (Table 7).
	Incident angle
	External window pane
	Internal window pane

	
	Transmission of external window
	Reflection of external window

FRONT/BACK
	g-value of external window
	Transmission of internal window
	Reflection of internal window FRONT
	Reflection of internal window BACK
	g-value of internal window

	0
	0.763
	0.076
	0.8
	0.532
	0.252
	0.237
	0.632

	10
	0.763
	0.076
	
	0.531
	0.252
	0.237
	0.632

	20
	0.76
	0.076
	
	0.529
	0.251
	0.237
	0.631

	30
	0.753
	0.078
	
	0.524
	0.252
	0.239
	0.627

	40
	0.741
	0.084
	
	0.513
	0.258
	0.245
	0.618

	50
	0.716
	0.103
	
	0.488
	0.277
	0.264
	0.595

	60
	0.663
	0.149
	
	0.435
	0.326
	0.309
	0.542

	70
	0.55
	0.259
	
	0.331
	0.436
	0.405
	0.433

	80
	0.323
	0.497
	
	0.163
	0.638
	0.579
	0.244

	90
	0
	1
	
	0
	1
	1
	0

	
	
	
	
	
	
	
	

	Uvalue
	5.67 W/m2K
	1.12 W/m2K


Table 7. Optical properties in the models (acc. to WIS calculations).
Next, a number of additional test cases were specified for the diagnosis purposes. More information about the additional cases is included into the following sections of the report and also in the Appendix III.

The additional test cases are:
· Steady state cases (SS)
· No solar case (NS)
· Surface film coefficient - sensitivity study test cases

5.2 Steady state test cases 

Earlier results of empirical validation have shown significant deviations between the models when calculating cooling or heating power. The deviations were obvious not only for a clear day, but also for the night time period, see Figure 17: 
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Figure 17. Example from earlier simulation results: Cooling/Heating power in the zone 2. Test case DSF100_e.

The main deviations in the night time heating power in the Figure 17 are caused by the lack of definitions for the thermal bridges in the specification and freedom left to the modellers when modelling the thermal bridge losses. 

Also, there was a possibility for errors when setting-up the geometry and construction properties in the models. These deviations were minimised by the cross check of the models by a second person. This way, some small inconsistencies of the inputs, compared to the specification were found and corrected. 

The steady state cases were defined in order to validate performance of the thermal models and, also, to agree on how to model the thermal bridge losses. The definition of the steady state cases was done according to experimental results (Appendix III).  First, steady state simulations were performed with assumption that there are no thermal bridge losses in the ‘Cube’. Results of the steady state cases were compared with the analytical calculations, using the U-values of the constructions in the test facility: 
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Figure 18. Heat fluxes in the zone 2. Steady State case.

Apparently, the results of SS case simulated by different software, in the above plot (Figure 18) are slightly different, due to the deviations between the models (Table 8). Also, it has been demonstrated in the example of ESP-r and BSim model that with application of variable film surface coefficients the heat losses from the zone 2 increase compared to application of fixed coefficients.

	
	BSim
	VA114
	ESP-r
	TRNSYS-TUD

	Convection internal, W/(m2.K)
	Combined coef: 23 – for external

8 –for internal
	3.00
	Combined coef: 23 – for external

8 –for internal
	3.00

	Convection external, W/(m2.K)
	
	18.0
	
	15.0

	Radiation internal, W/(m2.K)
	
	based on view factors and emissivities
	
	based on view factors and emissivities

	Radiation external, W/(m2.K)
	
	
	
	


* The table is valid only for the SS case

Table 8. Differences between the models in SS case.
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Figure 19. . Heat fluxes for the internal window surfaces facing zone 2. Steady State case.

The most significant deviations between the models were found for the window constructions (Figure 19). Therefore, the detailed energy balance for the internal windows was necessary for the diagnosis of these deviations. The energy balance was reported only for two models: TRNSYS-TUD and VA114.  The main difference between these two models was the surface temperature of the outer glazing (7.18oC for TRNSYS-TUD and 8.15oC for VA114). This is explained by the different longwave radiation exchange at the surface. 

During the SS simulations, the attention was also drawn to the fact that when dealing with the DSF in general, it is necessary to consider whether the U-values of the internal window glazing and frame have been corrected to the internal-internal surface film coefficients instead of conventionally used external-internal film coefficients. It must be mentioned that only one method is mathematically right when correcting the U-values, as there is a difference whether the overall U-value of the window or the separate values for the glazing and frames have been changed from external-internal film coefficient to internal-internal coefficients. 

5.2.1 Comparison of the SS and empirical results

Results of SS cases were compared against the experimental data. Since the steady state simulations were ideal and did not include any thermal bridges – the deviations between the simulations and empirical results appeared to be significant (Figure 20): 
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Figure 20. Comparison of steady state case results against the experimental data.

Next, the calibration of SS case models against the empirical results took place. Additional heat losses from the zone 2 (due to the thermal bridges) were evenly distributed to all constructions in the zone 2, except for the windows. All of the models were identically modified, by increasing U-values of the constructions in the models, for more accurate prediction of the heat losses.
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Figure 21.Total heat losses from the zone 2 in SS models, modified to count on  thermal bridges.
After the modification of the models (Figure 21), only minor deviations can be seen between the models. Identical modifications have been made to all of the models in the DSF100_e and DSF200_e test cases. 

5.3 No-solar test case based on DSF100_e
The main reason for the definition of ‘no solar’ (NS) case was that even with the calibration of the thermal models against each other and against the experimental results, still, there were many disagreements between the results in the later DSF100_e and DSF200_e models, while the prediction of the heating power has improved. 
In the earlier simulations (Figure 22) and also after the calibration of the models, it was observed that the results are very sensitive to solar radiation. In addition, much better agreement of the glass surface temperatures for TRNSYS-TUD and VA114 was achieved in the SS results compared to the test case DSF100_2 and DSF200_2: difference 0.1 oC in SS case and more than 1oC in the other cases. Accordingly, in order to complete the diagnosis, the dynamic simulations were simplified by removing the impact of solar radiation and defining the ‘non-solar’ case, where the total, direct and diffuse solar radiation were set to zero. 
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Figure 22. Air temperature in zone 1 in earlier case DSF_100e.
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Figure 23. Cooling/Heating power in zone 2 in NS case.
[image: image43.emf]1

6

11

16

18-10 00:00 23-10 00:00 28-10 00:00 02-11 00:00 07-11 00:00

Time

Hour averaged air temperature in the zone 1, oC

BSim

VA114

TRNSYS-TUD

ESP-r


Figure 24. Hour averaged air temperature in zone 1, in NS case.
In NS case, better agreement was observed between the models if compared with the earlier results for DSF100_e, especially regarding the cooling/heating power in zone 2 (compare Figure 17 and Figure 23). Reasonably good agreement was observed for the air temperature predictions in zone 1 (2-6oC difference in the NS case and up to 30oC difference between the models in the earlier version of DSF_100e case, compare Figure 24 and Figure 22). 
Also, it is interesting to consider the change in dynamics of air temperature in the DSF cavity when calculated with and without solar loads. It is clear that in the Figure 24, all of the models predict temperature dynamics in the same way. While, in the Figure 22, where the solar radiation is present, the ESP-r results differ most of all. In addition, ESP-r seems to be best to calculate the temperature dynamics in the cavity in the presence of solar radiation. 
There is a comparison made for the surface temperature of the window frame and glass for the NS case results obtained with VA114 model. According to the comparison, the differences are small (in the order of 0-2oC), see Figure 25.
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Figure 25. Comparison of the glass and frame surface temperatures in the NS case for VA114 model. 
The most significant deviations between the models in the NS case results were observed only for the surface temperatures of the glazing, for the surfaces, which face the DSF cavity and also for the floor/ceiling surface temperatures in the DSF and in the zone 2.The differences in the glass surface temperatures for the surfaces facing DSF (zone 1) are explained by the differences in calculation of the convective/radiative heat transfer.

Some of the software-routine errors were detected and corrected, but no significant improvement has been made towards the solar cases. 

5.4 Sensitivity study - impact of surface film coefficients

Both in SS case and NS case results, it was noted that the approach for modelling surface film coefficients can be very important for the final results of simulations. And, even though, that the validation of the convective and radiative heat transfer is not a part of the task, closer look into the surface film coefficients is necessary in order to answer at least some of  the questions regarding the spread of the results calculated with different models.
Simple sensitivity study was performed using VA114 and ESP-r model. The sensitivity study included test cases based on NS case and DSF100_e case (Table 9). In the table, most of the cases are organised so that the lower the number of the test case – the more detailed modelling of the surface heat transfer used. 

It must be mentioned that the case 1 for ESP-r and the case 2a for VA114 – are the reference cases, as the convection and longwave radiation heat transfer properties, as defined for these cases are used in the final results for ESP-r and VA114 correspondingly. 

	Case
	Convection coef.
	Radiation coef.
	Combined coef.
	Radiation T
	Model
	Comment/ conclusion

	
	Int
	Ext
	Int
	Ext
	Int
	Ext
	Surf-surf 

using view factors
	Surf-air
	
	

	1
	vary
	vary
	vary
	vary
	
	
	yes
	
	ESP-r for NS case and DSF100_e
	Reference for  ESP-r

	2a
	3.0
	18
	pc*
	pc*
	
	
	yes
	
	VA114 for DSF100_e
	Reference for  VA114

	2b
	3.0
	12
	pc *
	pc *
	
	
	yes
	
	VA114 for DSF100_e
	Ext.conv is not important

	2c
	2.0
	18
	pc *
	pc *
	
	
	yes
	
	VA114 for DSF100_e
	Int.conv is very iportant

	2d
	2.0
	12
	pc *
	pc *
	
	
	yes
	
	VA114 for DSF100_e
	

	4
	
	
	
	
	8
	23
	
	yes
	VA114 for DSF100_e
	Combining coef. is not good,  Int. longwave might be important

	4a
	
	
	
	
	7.7**
	25
	
	yes
	ESP-r for NS case and DSF100_e
	

	5
	vary
	
	vary
	
	
	25
	yes (int)
	yes (ext)
	ESP-r for NS case and DSF100_e
	Ext longwave is very important


*pc - for VA114 models, coefficient for long-wave radiation means, that its value is precalculated, based on view factors, emissivity and surface temperature.
** Internal surface film coefficients were fixed only for the surfaces in the zone 2.

Table 9. Test cases for the sensitivity studies of surface film coefficients.

Only insignificant changes of the glass surface temperatures, air temperature in DSF and cooling/heating power in zone 2 were observed when comparing the results from the study cases 2a and 2b, 2c and 2d. Accordingly, the importance of convective heat transfer at the external surface was very small (Figure 26, Figure 27).

[image: image45.emf]Power supply to zone 2



-3.20

-2.20

-1.20

-0.20

0.80

24-10 00:00 25-10 00:00 26-10 00:00

Time

Cooling/heating, kW

case 2a

case 2b

case 2c

case 2d

[image: image46.emf]Temperature in zone 1

0

10

20

30

40

24-10 00:00 25-10 00:00 26-10 00:00

Time 

Temperature, oC)

case 2a

case 2b

case 2c

case 2d


Figure 26. Cooling/heating power to zone 2 (left) , air temperature in the zone 1 (right), in the sensitivity study cases for DSF100_e, model VA114.
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Figure 27. Temperature of the external window glass surface, facing outdoor (left). Temperature of the internal window glass surface, facing zone 2 (right) for DSF100_e, model VA114.
On the contrary, comparison of the cases 2a and 2c, 2b and 2d proves the importance of the convective heat transfer at the internal surfaces, but only at the day time period, when the solar radiation is present. Increase of the internal surface convective coefficient leads to the significant increase of the peak loads and has a big influence on the glass surface and air temperature in the DSF.  In the night time, though, convective heat transfer at the internal surfaces is of minor importance (Figure 26, Figure 27).      
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Figure 28. NS case with ESP-r results for sensitivity cases 1, 4a, 5. [image: image51.emf]10
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Figure 29. NS case with ESP-r results for sensitivity cases 1, 4a, 5.
By fixing the external surface film coefficient for the ESP-r model in NS case (compare cases: 1, 4a and 5 from the Table 9), the external glass surface temperatures increase with apx. 2oC for the case 4a compared to the case 1. Earlier, it was demonstrated for VA114 model that the external convection is of minor importance, thus the differences are caused by either the combined treatment of heat transfer or external longwave radiation. 

ESP-r algorithms used for calculation of the surface heat transfer corresponded to those as in case 1, Table 9 and the results are illustrated in the Figure 24, Figure 23.  By fixing the internal convection coefficient, the changes are especially seen for the internal surface temperatures (Figure 29). Yet the changes seem small in the above figures, but when ESP-r predictions for case 1, 4a and 5 are compared with the other models in NS case, and then the results for ESP-r change from lowest to highest for floor and ceiling temperatures in zone 2.
Still, the plots illustrated in the Figure 28 and Figure 29 belong to NS case and therefore the results are less sensitive to the surface film coefficients, as if the sensitivity study was done for a case with solar radiation present (Figure 30 - Figure 32 and Figure 33 - Figure 35). From the figures below it can be seen that there are major changes in the peak cooling loads and significant in the peak temperatures in the double-skin facade. 
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Figure 30. DSF100_e case with ESP-r results for sensitivity cases 1, 4a, 5.
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Figure 31. DSF100_e case with ESP-r results for sensitivity cases 1, 4a, 5.
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Figure 32. DSF100_e case with ESP-r results for sensitivity cases 1, 4a, 5.
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Figure 33. DSF100_e case with VA114 results for sensitivity cases 2a and 4. [image: image61.emf]10
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Figure 34. DSF100_e case with VA114 results for sensitivity cases 2a and 4.
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Figure 35. DSF100_e case with VA114 results for sensitivity cases 2a and 4.
When fixing the internal and external longwave radiation exchange in VA114 (as in case 4), the changes are very significant regarding all of the parameters: cooling/heating power (changed by apx. 1.5kW), surface temperatures (changed by apx. 3-5oC) and air temperature in the DSF (Figure 33-Figure 35). The biggest impact is seen not only for the peak loads, but also the surface temperatures in the night time have changed. 

By comparing the results from the case 1 and 5 for ESP-r model, it has already been demonstrated the importance of the external longwave radiation. The above figures confirm the same fact for the VA114 model. However in the case 4 for VA114, both the internal and external longwave radiation was fixed and there were major changes of the glass surface temperature facing zone 2. 

It is necessary to mention that the case 4 and 4a were principally different, as in the case 4a, the internal film coefficients were fixed only in zone 2 and varied in the zone 1, while in the case 4 – all of the internal film coefficients were fixed.

5.5 Summary of sensitivity study
In the above studies, the importance of assumptions made towards modelling of the longwave and convective heat transfer was demonstrated with the reference to the case DSF100_e. It was observed that: 
· The internal convective heat transfer is of the great importance 

· The external convective heat transfer is of minor importance

· Internal longwave radiation heat exchange might be important

· External longwave radiation heat transfer is of the great importance 

· The magnitude of changes of the results is huge for the peak cooling load, air temperature and surface temperatures when different assumptions are applied (combined/split treatment of surface heat transfer fixed/variable surface film coefficients )
These findings allow to draw a conclusion that the assumptions towards the surface heat transfer in the model can be crucial for simulation of buildings with double-skin facade. It is necessary to stress that the assumptions must be considered for two levels of detail: 

· Separate or combined treatment of surface film transfer

· Fixed or variable surface film coefficients

More attention might be needed when modelling the internal convective heat transfer and longwave radiation heat exchange. Errors may appear in calculations of the peak loads if using fixed combined surface film coefficients. Finally, it is necessary to point out that the best performance, in regard to experimental results, is achieved for a model using split variable surface film coefficients, while the other models may perform well, but only for limited number of parameters.  

Thus, the overall summary of these studies show the directions for further improvements which are given below, but more studies are necessary if the guidelines for modelling of DSF are to be prepared.
· Combined treatment of surface film coefficients is too simple and the separate treatment is required 

· Application of fixed surface film coefficients together with the separate treatment is also insufficient, but further studies are needed to argue further on this issue. 

6. Results from the Empirical Test Cases

6.1 Foreword

Results of the empirical validation are reliant on the quality and accuracy in the experimental data. Besides, it was highly essential to obtain the experimental data for the global parameters, such as cooling/heating power in the experiment room, air flow and volume averaged air temperature in the double skin facade cavity. 
The detailed description of the experimental test facility and the measurement procedure can be found in [5]. 

Similar to the comparative validation, the evaluation of the results from the empirical test cases will be performed in the following sections, separated for each test case, with application of three types of visualization:
1. 
Profiles with the results from the whole period of simulation

2. 
Profiles for a day with high and a day with low solar irradiation
3. 
Figure of the average, min and max values over the whole period of simulation 
The first method of evaluation is very easy and visual: it gives an overview of the whole situation, and allows the identification of conditions when the model experiences difficulties etc. More details can be seen in the plots made for a day with the high and day low solar radiation. The final evaluation is supported with some statistical data and bar-plots for min, average and max values. 

This time the results of simulations are plotted together with the empirical results, when the experimental data are available. Moreover, some statistical analysis is performed for the results of simulations in relation to the experiments.
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Where 
Xt
- predicted value at hour t

M
- measured value at hour t

n
- total hours in period of comparison.
Table 10. Definition of the statistical parameters.

The average values are calculated for the whole period of simulations, even if the average value for solar radiation intensity is considered.
6.2 Investigation of boundary conditions 

In order to be able to compare results from the empirical test cases, first, it is necessary to look at the boundary conditions. These are the solar altitude, solar radiation on the double skin facade surface (direct, diffuse and total), solar radiation transmitted into the DSF and into the adjacent experiment room, air temperature in the neighbouring zones, etc. In the test case DSF100_e, the experts were asked to include the solar altitude as an output parameter and there were three programs able to give an access to this data. The comparison plots are included in the following chapters, separately for each test case. Here, the main principles of calculations in the models are discussed and summarised.
Modellers completed their simulations with the Perez model (1990 or 1987) and the circum solar radiation treated as diffuse. The choice of the Perez model was partly made on the basis of previous experience from the comparative validation exercises.
Calculation of the solar irradiation on a surface mainly depends on the solar model used in calculations. The differences between models are often expressed in different treatment of circum solar radiation and in calculations of the diffuse solar radiation, in general. The transmission of solar radiation depends on such factors in the model as:

· 
Calculation of solar path and path of solar radiation through the building (calculation of sunlit surfaces and surfaces in the shadow)

· 
Various treatment of diffuse and direct solar radiation (when calculating transmission of solar radiation)

· 
Level of detail in the window model

· 
Model for calculation of ground reflected solar radiation 

· 
Incidence angle dependency

· 
etc. 

6.2.1 Transmission of solar radiation

This section is focused on investigation of the window model used in different software. The reason for that is the variety of involved parameters and software limitations. Although the experimental data to characterise the spectral properties of the glazing are provided in the specification, it is seldom that the building simulation software is integrated with the routine for the advanced calculations of optical properties, such as incidence angle dependency of solar transmission, reflection and absorption.  Some of the tools include only the intermediate complexity level of window model, using the fixed/default function of incidence in the program instead of provided in the specification glazing properties for normal angle of incidence. However, a number of programs allow manual definition of function of angle of incidence. In the latter case, the modellers have used optical properties as a function of angle of incidence using results of WIS calculations attached in Appendix IV. 
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Figure 36. Transmission of direct solar radiation. External window (left). Internal window (right).
The transmission and reflection of solar radiation are user defined functions of solar incidence in TRNSYS-TUD and ESP-r. In the Figure 36, the input data in the models are compared, and a good agreement can be seen of the optical properties used in the models. Small deviations are present only for VA114 and BSim model, when described solar transmission property of the external window at the large angles of incidence, what is of minor importance.   

Regarding VA114 and BSim, the g-value for the 45o and 90o angle of incidence, correspondingly, is used as input and then a default function is used to calculate the g-value, depending on the angle of incidence.
Another important issue in calculations of transmitted solar radiation is the form that the solar energy takes when passing the first bounce with the glass (direct or diffuse).  This is not a physical question, as the form of solar energy in a software tool, direct or diffuse, depends purely on the assumptions in the mathematical model of simulation tool. Since various software tools treat the diffuse and direct solar radiation separately, when calculating the transmission or distribution of solar radiation (Table 11), then different calculation procedures are used. And, these procedures depend on whether the solar radiation is diffuse or direct. Therefore, the differences in predictions of transmitted or distributed solar radiation will depend on the level of detail in each of these calculations. As can be seen from the table, the solar radiation is treated identically in VA114 and BSim. In TRNSYS-TUD, the solar radiation is treated as diffuse after the second bounce with the glass and in ESP-r, it is treated as diffuse already after the first bounce. The differences in these assumptions may lead to disagreements when surface temperatures are calculated in the periods when the solar radiation is present.
	EXTERNAL ENV.
	
	ZONE 1
	
	
	
	INTERNAL ENV.

	BSim
	direct solar 
	
	 
	distributed to surfaces as direct 
	 
	 
	 
	distributed to surfaces as direct 

	
	diffuse solar
	
	 
	distributed to surfaces as diffuse 
	 
	
	 
	distributed to surfaces as diffuse 

	VA114
	direct solar 
	
	 
	distributed to surfaces as direct 
	 
	
	 
	distributed to surfaces as direct 

	
	diffuse solar
	
	 
	distributed to surfaces as diffuse 
	 
	
	 
	distributed to surfaces as diffuse 

	ESP-r
	direct solar 
	
	 
	distributed to surfaces as direct 
	 
	
	 
	distributed to surfaces as direct 

	
	diffuse solar
	
	 
	distributed to surfaces as diffuse 
	 
	
	 
	distributed to surfaces as diffuse 

	TRNSYS-TUD
	direct solar 
	
	 
	distributed to surfaces as direct 
	 
	
	 
	distributed to surfaces as diffuse

	
	diffuse solar
	
	 
	distributed to surfaces as diffuse 
	 
	
	 
	distributed to surfaces as diffuse 


Table 11. Form of solar radiation after when passes through the glass.

Following Table 12 is prepared in order to make a clear picture of solar calculations in the models. Most of it has already been illustrated in Figure 36, except for assumptions towards the transmission of the diffuse solar radiation. In ESP-r model, the transmission of the diffuse solar through the external window will be approximately 9% and 3% higher than the once calculated by BSim and VA114 correspondingly.   
	Property 
	BSim 
	VA114
	ESP-r
	TRNSYS-TUD

	Transmission of the direct solar radiation into the zone 1
	f(()*
	f(()*
	f(()
	f(()

	Transmission of the direct solar radiation into the zone 2
	f(()*
	f(()*
	f(()
	f(()

	Transmission of the diffuse solar radiation into the zone 1
	f(60o)
	f(58o)
	f(51o)
	  f(const)


* - default function of incidence is used

(- an incidence angle  

Table 12. Assumptions for solar transmission in the models.

The spectral data to evaluate the optical properties of the ground and internal constructions were provided in the empirical specification. However, due to the limitations in the programs, different values from the specification have been used (Table 13).  
Comparison of the input parameters in the empirical models (Table 13) demonstrates that the ground reflectivity and longwave emissivity is almost identical for all of the models. Serious limitation is demonstrated for BSim, as all of solar radiation striking the internal surface is fully absorbed, this will lead to overestimation of solar gains in the zones and finally to overestimation of energy consumption for cooling. 
	Property 
	BSim 
	VA114
	ESP-r
	TRNSYS-TUD

	Ground reflectivity 
	0.1
	0.1
	0.1
	0.08

	Shortwave reflectivity of constructions in zone 1
	0*
	0.66
	0.66
	0.66

	Shortwave reflectivity of constructions in zone 2
	0*
	0.66
	0.66
	0.66

	External shortwave reflectivity 
	0.6
	0.6
	0.6
	0.6

	Longwave emissivity of the internal surfaces 
	0.88
	0.88
	0.88
	0.88

	External longwave emissivity 
	0.88
	0.88
	0.88
	0.88


* All solar radiation striking the surface is fully absorbed
Table 13. Summary of shortwave and longwave properties in the models.
Another issue that can have a significant impact on calculation of transmitted solar radiation in the models is the assumption made towards the geometry of windows in the model. It is common to simplify complex geometry when set-up the model. The geometry of the DSF in the empirical test case specification (Appendix II) is complex: there are 9 windows, containing transparent part (glazing) and nontransparent part (window frame). All of the modellers made their assumptions regarding the simplification of the geometry: the areas of the window frame and glazing were kept according to the specification, but the geometry definition had been changed (Figure 37). Since the solar path during the day is calculated in all of the models, then the distribution of shadow and the distribution of the direct solar radiation in all of the models will be different from the actual empirical case and, sometimes, can be overestimated. 
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Figure 37. Schematics of assumptions made towards the geometry in the models. A - actual geometry in the specification. B - ESP-r model. C - BSim and TRNSYS-TUD model. D - VA114 model.
DSF100_e

6.3 Test case DSF100_e

In this case, a complex convective flow field can develop in the DSF cavity, which can be significant for the final result. In order to assess the impact of such a complex cavity flow, the calculation tool may require an advanced convection model: model with the dynamic calculation of the convection heat transfer surface coefficients, calculations with more than one temperature node in the cavity, etc. The maximum level of detail can be obtained by CFD. 

The experts in this empirical exercise have not used the CFD-calculations, their flow models are not able to count on the mass flow rate in the convective boundary layer and the calculation of the convective surface heat transfer coefficient is reasonably simplified. In the test case DSF100_e, the double skin facade acts as a thermal zone without the mass exchange. Still, the heat transfer processes are not straight forward, as it is seen from the examples in section 5.4, the long wave radiation heat flows and internal convective flows can be extremely important. Then the question is: how good performance of a simulation tool can be achieved using these common building simulation software tools? 
6.3.1 Solar altitude
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Figure 38. Solar altitude. Test case DSF100_e.
	Solar altitude
	BSim
	VA114
	ESP-r
	TRNSYS-TUD

	MIN, deg
	-
	0
	0
	0

	MAX, deg
	-
	22.8
	22.8
	23.2

	MEAN, deg
	-
	4.9
	4.9
	5.1


The solar height is available only for three programs: VA114, TRNSYS-TUD and ESP-r. From the above plots and the table, it is noticeable that there are minor differences in calculation of the solar height: TRNSYS-TUD predictions are slightly higher. Still, the instance of sunset and sunrise for TRNSYS-TUD is calculated the same as for VA114 and ESP-r. 
6.3.2 Direct solar irradiation
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Figure 39. Direct solar irradiation on the external window surface. Test case DSF100_e.

	Direct solar irradiation on ext window surface
	BSim
	VA114
	ESP-r
	TRNSYS-TUD

	MIN, W/m2
	0
	0
	0
	0

	MAX, W/m2
	779
	767
	775
	762

	MEAN, W/m2
	37
	39
	40
	38


Generally good agreement is seen between the models. It seems that the maximum of the direct solar radiation in TRNSYS-TUD is calculated for an hour earlier than in other models. This, however, is not a rule, as this episode does not repeat in the other days. 

6.3.3 Diffuse solar irradiation
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Figure 40. Diffuse solar irradiation on the external window surface. Test case DSF100_e.

	Diffuse solar rad. on the window ext. surface 
	BSim
	VA114
	ESP-r
	TRNSYS-TUD

	MIN, W/m2
	0
	0
	0
	0

	MAX, W/m2
	254
	274
	290
	217

	MEAN, W/m2
	24
	25
	24
	22


Prediction of the diffuse solar radiation also proves to be in agreement for the mean values. It is possible to see a certain tendency between the mean values, where ESP-r and BSim are very close, TRNSYS-TUD is slightly lower and VA114 is slightly higher than ESP-r and BSim. Looking upon the plot with the whole period of measurement, one can notice highly varying cloud distribution in the sky and, this can be a reason for disagreements between the programs when calculating the maximum values. Also, one should consider the limitations in modelling actual environment around the building that is important for the distribution of diffuse solar radiation on the building facades.

6.3.4 Total solar irradiation
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Figure 41. Total solar irradiation on the external window surface. Test case DSF100_e.

	Total solar rad. on ext window surface
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN, W/m2
	0
	0
	0
	0
	0

	MAX, W/m2
	882
	866
	864
	838
	821

	MEAN, W/m2
	61
	64
	63
	61
	65

	DT95, W/m2
	-4
	0
	-7
	-33
	

	DT5, W/m2
	44
	45
	44
	50
	

	MEANDT, W/m2
	5
	7
	6
	3
	

	ABMEANDT, W/m2
	8
	9
	9
	11
	

	RSQMEANDT, W/m2
	21
	19
	21
	27
	

	STDERR, W/m2
	20
	18
	20
	27
	


In general, one can say that the programs agree very well on calculation of the total solar radiation on the external window surface when comparing the mean values. TRNSYS-TUD has the widest spread of error, as DT5=50 W/m2 and DT95=-33 W/m2, what is less in the other models. Comparing the maximum values, the experimental data seem to be slightly lower and the disagreements are more pronounced. This is partly caused by differences in calculation of the diffuse solar radiation on the window surface and also due to the limitations in modelling actual environment around the building.
Talking about the experimental data, it is necessary to mention that only the total solar irradiation was measured, thus there is no access to the direct and diffuse components on the vertical surface of the DSF. At the same time, the ground reflection in the models was a fixed value, which can differ from the true experimental conditions, as only 0.5 of the DSF view factor was covered with the ground carpet. Moreover, the measurement accuracy can also have an impact, especially because of the often rain drops on the top of the pyranometer.  
6.3.5 Solar radiation transmitted into the zone1 (first order of solar transmission)
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Figure 42. Solar radiation transmitted into the zone1 (first order of solar transmission).  Test case DSF100_e.

	Solar rad. transmitted into the zone 1
	BSim
	VA114
	ESP-r
	TRNSYS-TUD

	MIN, kW
	0
	0
	0
	0

	MAX, kW
	11.02
	10.45
	10.42
	10.21

	MEAN, kW
	0.74
	0.75
	0.74
	0.71


Similar to calculations of the total solar radiation on the external surface of the DSF, the transmission of solar radiation into the DSF (zone 1) showed good correspondence of the mean values. Again, BSim calculates the maximum values, which are the consequence of calculated maximum incident solar radiation.
6.3.6 Solar radiation transmitted from zone 1 into the zone 2 (first order of solar transmission)
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Figure 43. Solar radiation transmitted from zone 1 into the zone 2 (first order of solar transmission). Test case DSF100_e.

	Solar rad. transmitted into the zone 2
	BSim
	VA114
	ESP-r
	TRNSYS-TUD

	MIN, kW
	0
	0
	0
	0

	MAX, kW
	5.70
	5.29
	5.22
	4.78

	MEAN, kW
	0.34
	0.34
	0.33
	0.35


Comparative validation of the models is not a task of this exercise, but this is an important procedure when evaluating the modelling of the boundary conditions in a model. Transmission of the solar radiation is calculated with good agreement between the programs when comparing the mean values, while the disagreements in the maximum values are present. These are consistent with the calculations of the total incident solar radiation on the facade and also with solar radiation transmitted into the zone 1. Also the transmission/absorption property of the glazing was modelled almost identically. 

So the main reasons of disagreements in the maximum values are, first of all tracked, from the differences in calculation of the incident solar radiation on the double-skin facade. Next the assumptions towards the distribution, absorption and reflection of solar radiation in the zone 2 are also a very important issue for the discrepancies in the maximum values (see section 6.2.1). 
It is difficult to quantify the impact of one or another issue which was brought to attention in the section 6.2.1. However, the fact that in BSim model, all solar radiation striking the surfaces in the zone 1 and 2 is absorbed, will cause the overestimation of cooling loads not only in the zone 2, but especially in the peak loads.

6.3.7 Summary over simulation of boundary conditions
One of the most essential measures for the validation of simulation programs for buildings with the double skin facade is their ability to predict air temperature and air flow in the double facade cavity. The accuracy of these predictions is then reflected in the cooling/heating power in a neighbouring zone 2. Cooling/heating power in that zone is the main characteristic of the double-skin façade performance and also the consequence for the energy performance of the whole building. Therefore, the differences in the boundary conditions, such as solar radiation incident on the DSF surface, can be crucial. Glazing area of the double skin facade windows at the outer skin is 16.158m2 and the differences in predictions of solar irradiation of ±100 W/m2 will result in ±1.6 kW difference in received solar radiation on the glazing surface. 

For the defined empirical test case DSF100_e, the solar altitude was verified. It was unfortunate that it was possible to assess it only for three programs (TRNSYS-TUD, ESP-r and VA114). 
In further investigations, the direct and diffuse solar irradiation has demonstrated a degree of deviations in the maximum values, which are then traced through all of the results and became, probably, the main cause for the differences in solar loads to zones 1 and 2. 
By any means, calculation of the incident, transmitted and distributed solar radiation is not the focus of these empirical exercises. However, the results of these calculations are the tool and the quality measure for completing the exercises.  And, these were calculated with sufficient accuracy.
6.3.8 Air temperature in the double facade cavity
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Figure 44. Volume averaged air temperature in the double facade cavity. Test case DSF100_e.

	Volume averaged air temperature in zone 1
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN, oC
	2.72
	3.32
	3.55
	2.23
	6.73

	MAX, oC
	45.49
	29.91
	36.92
	36.74
	39.48

	MEAN, oC
	14.35
	13.49
	14.14
	13.54
	14.96

	DT95, oC
	-2.95
	-5.21
	-2.55
	-4.26
	

	DT5, oC
	5.15
	0.61
	0.98
	3.01
	

	MEANDT, oC
	-0.17
	-0.92
	-0.51
	-0.90
	

	ABMEANDT, oC
	1.57
	1.13
	0.82
	1.78
	

	RSQMEANDT, oC
	2.58
	2.34
	1.42
	2.64
	

	STDERR, oC
	2.58
	2.16
	1.32
	2.49
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Figure 45. Volume averaged air temperature in the DSF cavity. Test case DSF100_e.

The bar-plot, Figure 44, demonstrates that the average values are in a satisfactory agreement between the calculations and experimental data. However, the maximum values are represented by three groups of the results [ESP-r, TRNSYS-TUD] in a good agreement with the experimental data, BSim with overestimated temperatures and VA114 with underestimated ones. 
From the above plots, it is also obvious that solar radiation has a great impact on the air temperature, as all the results from all models fit well with the experiments in a cloudy day and have a spread of 10-20oC for a clear day. Remarkable is that ESP-r agrees very well with the dynamics of the air temperature measured in the cavity (also lowest STDERR), especially in the afternoons, while all of the other models show remarkable temperature drop. This cannot be caused by differences in assumptions regarding surface heat transfer, as according to the sensitivity study the shape of the temperature profile in ESP-r model is independent of that (see Figure 30). So, it is reasonable to assume that the time constant of zone 1 in ESP-r model differs from the other models. 
Importance of the assumption made towards the heat transfer at the surface has already been investigated in section 5.4, which can, probably, explain the spread of the results. According to Table 4, all of the models split the convective and radiative heat transfer and include variable longwave radiation heat exchange at the surfaces, which depend on the surface temperature, emissivity of the constructions and geometry. Also, it was shown that the convective heat transfer at the surface facing external has a minor importance for calculation of DSF performance. Thus, the most significant difference between BSim, VA114, ESP-r and TRNSYS-TUD model (with regard to the heat transfer at the surface) is the assumption made towards the internal convective heat transfer coefficient. BSim and ESP-r use a variable convective heat transfer coefficient, which depends on the temperature difference. BSim and ESP-r result in the higher air temperatures in the periods of peak solar radiation. TRNSYS-TUD and VA114 use the fixed convective heat transfer coefficients (4.4W/m2K and 3 W/m2K correspondingly). Using higher convective heat transfer in the TRNSYS-TUD model compared to VA114, the air temperature in the zone 1 by TRNSYS-TUD fits well with the experimental data, while in the case without any solar radiation, all models are in a good agreement. Then the question is: what are the convective processes that take place in the DSF? Is it possible to develop any guidelines for the assessment of the convective processes in DSF? 

The main difficulties experienced by the models are for the periods with the peak loads in solar radiation, and then the air temperature is underestimated by all of the models except for BSim. 
With regard to the table of statistics, one can note that the mean error (MEANDT) is always with the minus sign, which denotes that the measured values are generally higher than the calculated ones. It is worth mentioning that glass surface temperatures are difficult to measure accurately because of the difficulty in completely excluding solar radiation effects on the sensors. The uncertainty of the measurement due to the solar radiation is minimised by shielding of the sensor explained in reference 5. 
6.3.9 Temperature of the internal window glass surface facing zone 2
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Figure 46. Temperature of the internal window glass surface facing zone 2. Test case DSF100_e.
	Temperature of internal window glass surface facing zone 2
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN,  oC
	
	18.76
	17.57
	18.26
	18.61

	MAX,  oC
	
	26.95
	36.99
	32.99
	32.50

	MEAN,  oC
	
	20.65
	20.76
	20.98
	20.99

	DT95,  oC
	
	-2.62
	-1.02
	-0.99
	

	DT5,  oC
	
	0.23
	3.08
	1.91
	

	MEANDT,  oC
	
	-0.34
	-0.23
	-0.01
	

	ABMEANDT,  oC
	
	0.44
	0.92
	0.53
	

	RSQMEANDT, oC
	
	1.06
	1.27
	0.94
	

	STDERR,  oC
	
	1.00
	1.25
	0.94
	


Temperature of the internal window glass surface faces the invented occupied zone and therefore had an impact on perception of comfort in the zone. From this point of view, this is an important parameter for empirical validation, as it is necessary that the building simulation tool is reliable when the comfort conditions in a building are evaluated. 

Since the surface temperature of the glazing in a DSF building is very sensitive to the surface heat transfer coefficients used, then the issue of comfort can be difficult to deal with.  According to the statistical data TRNSYS-TUD has the best, but not sufficient enough, agreement with the experimental data (error in peak loads is apx. 3oC).
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Figure 47. Temperature of the internal window glass surface facing zone 2. Test case DSF100_e.

6.3.10 Cooling/heating power in the zone 2
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Figure 48. Cooling/heating power in zone 2. Test case DSF100_e.
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Figure 49. Total cooling/heating power in zone 2. Test case DSF100_e.

The above plot for the total cooling and heating is not exactly sufficient, as there were periods with the experimental data lacking, which resulted in the decreased total cooling/heating power in the experimental results, compared with simulations.  
	Cooling power in zone 2
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN, kW
	-4.97
	-2.94
	-3.49
	-3.33
	-4.18

	MAX,  kW
	-0.02
	0.00
	0.00
	-0.02
	0.00

	MEAN,  kW
	-1.44
	-0.88
	-0.86
	-0.91
	-1.33

	DT95,  kW
	-0.92
	-0.15
	-0.49
	-0.32
	

	DT5,  kW
	0.14
	1.17
	1.16
	0.83
	

	MEANDT,  kW
	-0.45
	0.32
	0.26
	0.13
	

	ABMEANDT,  kW
	0.47
	0.37
	0.43
	0.27
	

	RSQMEANDT,  kW
	0.56
	0.54
	0.55
	0.37
	

	STDERR,  kW
	0.35
	0.44
	0.49
	0.35
	


Considering the statistical analysis, most of the models underestimate the cooling power into the zone (positive MEANDT). It is characteristic that BSim predicts the highest cooling power, what is consistent with overestimation of the air temperature in the DSF cavity and, also, due to the fact that all solar radiation approaching the internal surfaces in the model is fully absorbed.
It is noticeable that the shape/slope of the ESP-r profile for cooling load in the afternoon of 25th of October is especially different from one for BSim and slightly different from one for TRNSYS-TUD and VA114 (see figure below). This behaviour of the plot is similar to the ESP-r temperature profile in the cavity for the same date. Once more these plots indicate a possibility of differences in the time constant between the models.
	Heating power in zone 2
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN, kW
	0.01
	0.00
	0.00
	0.01
	0.01

	MAX,  kW
	0.90
	0.81
	0.76
	0.88
	0.89

	MEAN,  kW
	0.44
	0.39
	0.33
	0.43
	0.44

	DT95,  kW
	-0.13
	-0.13
	-0.29
	-0.15
	

	DT5,  kW
	0.12
	0.03
	0.04
	0.08
	

	MEANDT,  kW
	0.00
	-0.06
	-0.12
	-0.03
	

	ABMEANDT,  kW
	0.06
	0.07
	0.13
	0.06
	

	RSQMEANDT,  kW
	0.09
	0.09
	0.16
	0.09
	

	STDERR,  kW
	0.09
	0.07
	0.10
	0.08
	


A great improvement is seen in calculation of the heating power after the steady state simulation had been completed and all of the models were modified to include the thermal bridge losses.  
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Figure 50. Figure 48. Cooling/heating power in zone 2. Test case DSF100_e.

DSF200_e

6.4 Test case DSF200_e
In this test case the most complex phenomenon of the double facade cavity is investigated – the naturally ventilated double skin facade, which includes impact both from the buoyancy and wind forces. The ventilation strategy in this test case belongs to the single sided ventilation with the openings at different levels. 
6.4.1 Direct solar irradiation
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Figure 51. Direct solar irradiation on the external window surface. Test case DSF200_e.

	Direct solar irradiation on ext window surface
	BSim
	VA114
	ESP-r
	TRNSYS-TUD

	MIN, W/m2
	0
	0
	0
	0

	MAX, W/m2
	670
	643
	675
	635

	MEAN, W/m2
	83
	84
	84
	82


6.4.2 Diffuse solar irradiation
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Figure 52. Diffuse solar irradiation on external window surface. Test case DSF200_e.

	Diffuse solar irradiation on the window ext. surface 
	BSim
	VA114
	ESP-r
	TRNSYS-TUD

	MIN, W/m2
	0
	0
	0
	0

	MAX, W/m2
	228
	245
	229
	211

	MEAN, W/m2
	46
	48
	45
	41


Perez model is used in all models for calculations of the diffuse solar radiation distribution. 
6.4.3 Total solar irradiation
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Figure 53. Total solar irradiation on the external window surface. Test case DSF200_e.

	Total solar rad. on ext window surface
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN, W/m2
	0
	0
	0
	0
	0

	MAX, W/m2
	827
	824
	814
	805
	769

	MEAN, W/m2
	129
	132
	129
	123
	128

	DT95, W/m2
	-24
	-9
	-28
	-63
	

	DT5, W/m2
	49
	39
	41
	36
	

	MEANDT, W/m2
	3
	6
	3
	-3
	

	ABMEANDT, W/m2
	10
	9
	9
	13
	

	RSQMEANDT, W/m2
	19
	17
	18
	27
	

	STDERR, W/m2
	19
	16
	17
	27
	


6.4.4 Solar radiation transmitted into the zone1 (first order of solar transmission)
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Figure 54. Solar radiation transmitted into the zone1 (first order of solar transmission). Test case DSF200_e.

	Solar rad. transmitted into the zone 1
	BSim
	VA114
	ESP-r
	TRNSYS-TUD

	MIN, kW
	0
	0
	0
	0

	MAX, kW
	10.17
	9.83
	9.72
	9.66

	MEAN, kW
	1.53
	1.52
	1.49
	1.42


6.4.5 Solar radiation transmitted into the zone2 (first order of solar transmission)
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Figure 55. Solar radiation transmitted into the zone2 (first order of solar transmission). Test case DSF200_e.

	Solar rad. transmitted into the zone 2
	BSim
	VA114
	ESP-r
	TRNSYS-TUD

	MIN, kW
	0
	0
	0
	0

	MAX, kW
	5.10
	4.60
	4.80
	4.56

	MEAN, kW
	0.68
	0.66
	0.65
	0.67


The above plots of the direct, diffuse and total solar radiation on the external surface of the double-skin facade, as well as the solar radiation transmitted into the zone 1 and zone 2 have the same pattern as the results in the test case DSF100_e.  This proves not only the consistency of modelling the test cases, but also once more illustrates the differences and limitations of the models to model the boundary conditions. 
6.4.6 Air temperature in the double facade cavity
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Figure 56. Volume averaged air temperature in the DSF cavity. Test case DSF200_e.

	Volume averaged air temperature in zone 1
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN, oC
	6.35
	6.23
	5.96
	6.08
	6.91

	MAX, oC
	25.99
	22.91
	22.82
	23.55
	26.67

	MEAN, oC
	14.66
	14.12
	13.61
	13.85
	14.98

	DT95, oC
	-1.10
	-3.63
	-4.46
	-3.60
	

	DT5, oC
	1.15
	0.30
	-0.13
	-0.04
	

	MEANDT, oC
	-0.24
	-0.80
	-1.31
	-1.07
	

	ABMEANDT, oC
	0.55
	0.89
	1.31
	1.10
	

	RSQMEANDT, oC
	0.71
	1.39
	1.86
	1.52
	

	STDERR, oC
	0.67
	1.14
	1.33
	1.09
	


Besides the assumption regarding the convective/radiative heat transfer at the surfaces, the air temperature in the DSF cavity in this test case DSF200_e is also closely connected with the mass flow rate in the cavity. 

In view of fact that the air flow rate in a double skin facade cavity is rather high compared to the temperature difference between the air in the cavity and outdoor, it is essential to perform the empirical validation of the air temperature predictions in the models via ‘the temperature rise in the zone1’. It is necessary to mention that an error in prediction of air temperature in the range of 1 degree Celsius can mean hundreds of watts of error in energy balance. 
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Figure 57. Temperature rise in the zone 1 compared to outdoor. Test case DSF200_e.

	Temperature rise in the zone 1 compared to outdoor
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN, oC
	0.37
	0.36
	-0.08
	0.02
	0.40

	MAX, oC
	7.93
	8.39
	4.79
	4.97
	9.59

	MEAN, oC
	2.17
	1.63
	1.12
	1.36
	2.43

	DT95, oC
	-1.10
	-3.63
	-4.46
	-3.60
	

	DT5, oC
	1.15
	0.30
	-0.13
	-0.04
	

	MEANDT, oC
	-0.24
	-0.80
	-1.31
	-1.07
	

	ABMEANDT, oC
	0.55
	0.89
	1.31
	1.10
	

	RSQMEANDT, oC
	0.71
	1.39
	1.86
	1.52
	

	STDERR, oC
	0.67
	1.14
	1.33
	1.09
	


The statistical data in the table above demonstrate that all of the models underestimate the air temperature in the cavity, as all of the MEANDT values are negative. The absolute mean error varies between 0.5 and 1oC, what corresponds to energy transport with the mass flow of apx 0.2-0.3kW, when the mass flow is 1000kg/h. Certainly, the accuracy of the measurements becomes even more important here, since we deal with rather small temperature range. 

From the 2-days plot it is seen that in a day with low solar intensity, the agreement between the experimental results and prediction is still limited: the experimental data are often higher, for most of the models.  Also in the night time periods, predictions underestimate the air temperature in the DSF by apx. 1oC. For the case DSF100_e, it was seen that using variable convective heat transfer coefficient ESP-r model was more successful to calculate the air temperatures in the zone 1. In the present case, DSF200_e, however, this is not the case. This time, the plot of the results differs a lot from the one for the test case DSF100_e: other programs get closer to the experimental data.  Is this caused by the change in the flow regime and thus convection heat transfer in the cavity? 
The air temperature in the cavity is the result of the heat exchange between the air and surfaces in the cavity. The underestimation of air temperature in the cavity can also happen if the convective heat transfer during the actual measurements is stronger than the one assumed in the models. Considering the surface temperature of the internal window glazing facing the zone 1 (Appendix I), one can observe that the surface temperature is greatly overestimated by ESP-r and TRNSYS-TUD model if compared against the experimental data. In view of that, one may consider the situation where the actual convective heat transfer in the cavity is much higher than the convective heat transfer in the models. Extremely high mass flow rate in the cavity might be a good reason for that. This hypothesis does not have a proof, but further investigation of the convective heat transfer in the DSF is inevitable for being able to predict their performance. To check this hypothesis, one may run an empirical validation of the model with using the convective surface film coefficients in the cavity as a function of air velocity and temperature difference. 
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Figure 58. Temperature rise in the zone 1 compared to outdoor. Test case DSF200_e.

6.4.7 Temperature of the internal window glass surface facing zone 2

[image: image111.emf]10oct 11oct 12oct

18

20

22

24

26

28

30

32

34

36

Hour averaged  temperature of the internal window glass surface facing zone 2

Day

Temperature [

o

C]

 

 

Exp.data BSim VA114 ESP-r TRNSYS-TUD

[image: image112.emf]Min Mean Max

0

5

10

15

20

25

30

35

40

Temperature [

o

C]

Surface temperature of internal window glass surface facing zone2

 

 

BSim

VA114

ESP-r

TRNSYS-TUD

Exp.data


Figure 59. Temperature of the internal window glass surface facing zone 2. Test case DSF200_e.

	Temperature of internal window glass surface facing internal 
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN,  oC
	
	19.52
	18.70
	19.39
	19.11

	MAX,  oC
	
	26.04
	35.66
	32.10
	28.98

	MEAN,  oC
	
	21.38
	22.55
	22.33
	21.70

	DT95,  oC
	
	-2.84
	-0.59
	-0.09
	

	DT5,  oC
	
	0.42
	4.84
	2.73
	

	MEANDT,  oC
	
	-0.32
	0.86
	0.63
	

	ABMEANDT,  oC
	
	0.58
	1.22
	0.65
	

	RSQMEANDT, oC
	
	1.03
	1.91
	1.11
	

	STDERR,  oC
	
	0.98
	1.71
	0.92
	


The models calculate a wide spread of temperatures and none of them is satisfactory with the empirical data. Predicted high surface temperatures could be a problem when dealing with issues of comfort since most of the other models considerably exceed the measured value.  

If the issue of comfort should to be addressed in the calculations, then application of reliable convective/radiative surface heat transfer coefficients must be ensured. Otherwise, a sensitivity study will be necessary to prove the robustness of the results.  
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Figure 60.  Temperature of the internal window glass surface facing zone 2. Test case DSF200_e.

6.4.8 Mass flow rate in the zone 1

Before assessment of the results with the experimental data, it is reasonable to start with the comparison of the results between the models. Earlier, in the comparative exercises, it was shown that the deviation of calculated airflows between the programs was significant. Then, due to the lack of the experimental data, conclusions have not been derived. Again, extreme spread of the results is obtained for this test case DSF200_e, see plots below. 
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Figure 61. Predicted mass flow rate in the zone 1. Test case DSF200_e.
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Figure 62. Predicted mass flow rate in the zone 1. Test case DSF200_e.

Next, the discussion of the experimental data should take place. The mass flow rate was measured with the three methods, explained in [5], however the results from only two of them are reported as reliable. As it is explained in [5], the measurement of the air flow rate is very difficult and although the accuracy of the equipment is rather good, different measurement errors may appear.

In the tracer gas method, the errors could appear when the tracer gas is not well mixed with the entrance air or in the case of wind wash-out effects and the reverse flow appearance. In the latter cases, the tracer gas is removed from the DSF cavity and, as a consequence, some measurement points are characterised with the air flow rate approximating the infinity. 
The statistical analysis of this data is difficult and, sometimes, it can be unreliable for some statistical parameters, as it requires a flawless set of experimental data. Meanwhile, the exact periods of wash-out effect and reverse flow occurrence are not possible to recognise and therefore it is not possible to ‘clean-up’ the data properly. The authors have removed any points with the mass flow rate above 7000 kg/h that corresponds to the mean velocity in the DSF cavity above 0.85m/s and air change rate in the cavity above 500 1/h. This is rather high limit to choose for the mass flow rate, therefore most of the parameters in the table of statistics are affected and cannot be used for assessment. An option of the lower limit was not considered since this would be the data manipulation.  
The occurrence of the reverse flow was experienced during the experiments, but it was not possible to visualise or record that phenomena. The detection of periods with the reverse flow from the experimental data can not be done accurately. However, it is worth mentioning that the greatest dilution of the tracer gas was noticed for the periods when the wind was of South direction (striking into the DSF openings). 
In the velocity profile method, the errors are mainly caused by the approximation in the shape of the velocity profile and by the convection boundary flow at the heated glazed surfaces. Since, the velocity profiles were measured only in the central section of the DSF cavity, the assumption of equal flow conditions in all three sections of the DSF cavity could be applied, although there is little evidence that it was fulfilled during the experiments. 
The application of the statistical analysis for the data obtained with the velocity profile is also difficult, as the measured air flow can include periodical errors, such as overestimation of the flow rate due to the measurement of increased air speed at the surfaces in the convective boundary flow. Periodical character of the errors (errors are distinctive for the periods with the strong solar irradiation) forbids an application of the mean values as meaningless. 
Tables with the statistical data are included into this report, but they will be disregarded in the further discussion for both sets of empirical data. Therefore, the main discussion will be made taking into account the plots of simulated and measured mass flow rates.

For better visualisation of the results, the above plots are divided into three periods, with the scale that is suitable for each period.
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Figure 63.Predicted and measured mass flow rate in the zone 1, measured with the tracer gas method (left). Measured with the velocity profile (right).
	Mass flow rate in the zone 1, CO2 tracer gas method
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN, kg/h
	531
	124
	326
	135
	229

	MAX, kg/h
	2116
	1298
	3449
	2968
	6166

	MEAN, kg/h
	958
	621
	986
	748
	1324

	DT95, kg/h
	-3420
	-3632
	-2490
	-2865
	

	DT5, kg/h
	853
	344
	325
	177
	

	MEANDT, kg/h
	-335
	-684
	-304
	-511
	

	ABMEANDT, kg/h
	
	
	
	
	

	STDERR, kg/h
	791
	815
	524
	595
	

	Mass flow rate in the zone 1, mean for 6 velocity profiles
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN, kg/h
	531
	124
	326
	135
	340

	MAX, kg/h
	2116
	1298
	3449
	2968
	3744

	MEAN, kg/h
	958
	621
	986
	748
	1299

	DT95, kg/h
	-1797
	-2083
	-1383
	-1713
	

	DT5, kg/h
	500
	153
	321
	116
	

	MEANDT, kg/h
	-339
	-671
	-301
	-544
	

	ABMEANDT, kg/h
	
	
	
	
	

	STDERR, kg/h
	530
	707
	412
	583
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Figure 64. Hour averaged mass flow rate in the zone 1, measured with the tracer gas method. Test case DSF200_e.
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Figure 65.Hour averaged mass flow rate in the zone 1, measured with the velocity profile method - mean for 6 profiles. Test case DSF200_e.

PERIOD 1: 1 October – 6 October
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Figure 66. Hour averaged mass flow rate in the zone 1, measured with the tracer gas method (PERIOD 1: 1 October – 6 October). 

PERIOD 2: 6 October – 11 October
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Figure 67. Hour averaged mass flow rate in the zone 1, measured with the tracer gas method (PERIOD 2:  6 October – 11 October).

PERIOD 3: 11 October – 16 October
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Figure 68. Hour averaged mass flow rate in the zone 1, measured with the tracer gas method (PERIOD 3: 11 October – 16 October).

Comparing the characteristics of expected errors in both experimental methods, it is necessary to note that the appearance of the reverse flow is periodical (South wind direction) and the periods are relatively easy to notice in the plots of the experimental results. The wind washout effect is also a wind generated phenomena, as the reverse flow, but its occurrence is more random and originated from the highly fluctuating wind nature. Washout is a short-term fluctuating phenomenon and therefore it does not have as much influence on the accuracy as the reverse flow. Finally, there is a third phenomenon that may take place in the DSF cavity; this is so called recirculating flow, which creates areas in the cavity with recirculating flow, generated due to the strength of the boundary layer flow (as explained later in this chapter).
Looking upon the bad mixing, it should be mentioned that it is not possible to evaluate the impact of this error, although a lot of effort was made during the experimental work to avoid this kind of error. With regard to the errors that could have appeared during the velocity profile measurement, the most significant of them is the impact of the boundary flow, as both in the days with the strong solar radiation or in the night time the boundary layer flow can result in overestimation of the air flow rate in the cavity and it is not possible to assess the degree of error. 

First, the results of simulations are discussed upon the experimental data obtained with the tracer gas method. The result plots are subdivided into the three periods:

· 1October-6October
· 6October-11October

· 11October-16October

Results corresponding to the first two periods are very difficult to evaluate: both the results of simulations and experimental results seem to be very fluctuating and random, while in the third one it is easy to distinguish between the periods with the higher/lower solar irradiation, etc. It is likely that the haphazard air flow rate in the DSF cavity during the first two periods is caused by often variation in the wind directions between the South-East and South-West. Moreover the second period experienced high wind speed above 6m/s. More stable wind direction, relatively low wind velocity (below 6m/s), cooler outdoor temperature and less changeable solar irradiation have resulted in a more clear experimental data and simulation results. Therefore, the third period was further used for the assessment of the results. 

The night time ventilation of the DSF is mainly driven by wind, therefore the correspondence of the experimental results with the simulations in the night time periods, tells about proper estimation of the pressure difference coefficients in the empirical specification. 

Predictions of the air flow rate for TRNSYS-TUD and ESP-r are often of the same shape and have close values, although, these results are obtained with different flow models. TRNSYS-TUD air flow is often lower than in ESP-r model, this is probably caused by the application of the default discharge coefficient in TRNYS-TUD, while the discharge coefficient defined in the specification was used in ESP-r. 

The night and day periods are less distinguished in VA114 model, this is partly due to the model which includes the impact of wind fluctuations on air flow rate in the cavity. At the same time, this model does not include the direct influence of the wind forces, as ΔCp=0. In VA114, the mass flow rate is calculated based on the air temperature in the zone at the end of the previous time step, which causes calculation of somewhat more fluctuating mass flow rate.     

BSim often overestimates the air flow rate, both during the day and night time, but during the period of strong wind speed, the air flow is underestimated, caused by the simplified empirical air flow model. 
Similar to the tracer gas method, results of the velocity profile method are subdivided in the same periods, see figures below. There is a better agreement between experimental results and calculations, although the order of error is in the range of 500 kg/h. However, according to the velocity profile results, BSim predictions come into view with much better agreement, than compared against the tracer gas method results.
PERIOD 1: 1October - 6October

[image: image124.emf]1oct 3oct 5oct

0

500

1000

1500

2000

2500

Hour averaged air flow rate in the zone 1

Velocity profile 2, h=1.91m

Day

Mass flow rate, kg/h

 

 

Exp.data BSim VA114 ESP-r TRNSYS-TUD


Figure 69. Hour averaged mass flow rate in the zone 1, measured with the velocity profile method. Velocity profile at h=1.91m (PERIOD 1: 1 October – 6 October).
PERIOD 2: 6October - 11October
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Figure 70. Hour averaged mass flow rate in the zone 1, measured with the velocity profile method. Velocity profile at h=1.91m (PERIOD 2: 6 October – 11 October).

PERIOD 3: 11October - 16October
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Figure 71. Hour averaged mass flow rate in the zone 1, measured with the velocity profile method. Velocity profile at h=1.91m (PERIOD 3: 11 October – 16 October).

The differences between the results obtained with the tracer gas method and the velocity profile method (mean value for all six velocity profiles) are evident: the air flow rates during the days with relatively high solar radiation are notably higher at noon compared to the results obtained with the tracer gas method. Also during the night time, the air flow rate in the cavity is higher for the velocity profile method. Meanwhile, the tracer gas method includes different periods with the enormous flow rates, which have not been removed from the data set.
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Figure 72.  Hour averaged mass flow rate in the zone 1. The mass flow rate measured with the velocity profile method is plotted as mean for all 6 profiles.
The overestimation of the air flow rate can occur when using the velocity profile method, due to the boundary layer flow. Moreover, the boundary layer thickness increases with the distance from the origin and with increase of surface temperature. Since the velocity profiles in the DSF cavity were measured at six different heights, the error due to the convection at the boundary layer should increase with the height of the velocity profile measurement (see Figure 73).
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Figure 73. Simplified schema of velocity profile in the DSF cavity. 1 - at the entrance plane to the cavity. 2 – after some distance form the entrance plane. 
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Figure 74. Dimensionless mass flow rate in the DSF cavity
In Figure 74, the mass flow rate in the cavity is dimensionless, where the value of 1 corresponds to the minimum air flow rate measured with one out of six velocity profiles.  The figure demonstrates that actually the mass flow rate at the bottom of the cavity is not minimal; this is probably due to the bending of the jet when entering the cavity and wind washout effects. The dimensionless mass flow rate at the height of 2.5m and 4.36m is close to 1.This is probably due to the close location of the measurement points to the window frame, which destroys the boundary layer flow. Again, after passing the window frame, the development of the boundary layer should begin and this can be seen in the above figure for the height 4.70m ad 5.15m.  As a consequence, in order to minimise the influence of the boundary flow, the mass flow rate in the DSF cavity should be calculated on the basis of the velocity profile at the height 1.91m, as there is a lack of measurements for the height 2.50m (min q/qmin).  
Comparison of the experimental results obtained with the tracer gas and velocity profile method can be seen in Figure 75, for the velocity profile measured at a height 1.91m. 
From the figure below it can be seen that from the 11th of October, the velocity profile method predicts higher air flow rates in the cavity during the daytime. For the night time periods, the mass flow rate for the velocity profile method at the height 1.91m is unavailable, as well as for many other periods. Thus the evaluation of the simulation results upon the experimental data is difficult, unless results from the measurements of velocity profile at other heights are used.  
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Figure 75.  Hour averaged mass flow rate in the zone 1. The mass flow rate measured with the velocity profile method is plotted for the velocity profile measured at 1.91m height (Profile II).
6.4.9 Cooling/heating power in the zone 2
	Cooling power in zone 2
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN, kW
	-4.12
	-2.61
	-3.25
	-3.06
	-4.00

	MAX,  kW
	-0.01
	0.00
	0.00
	0.00
	-0.01

	MEAN,  kW
	-1.47
	-0.91
	-0.86
	-1.07
	-1.28

	DT95,  kW
	-0.58
	-0.28
	-0.61
	-0.41
	

	DT5,  kW
	0.02
	1.03
	0.91
	0.65
	

	MEANDT,  kW
	-0.24
	0.19
	0.12
	-0.03
	

	ABMEANDT,  kW
	0.25
	0.33
	0.40
	0.29
	

	RSQMEANDT,  kW
	0.30
	0.46
	0.47
	0.34
	

	STDERR,  kW
	0.18
	0.42
	0.46
	0.34
	

	Heating power in zone 2
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN, kW
	0.01
	0.00
	0.00
	0.01
	0.02

	MAX,  kW
	0.65
	0.53
	0.45
	0.57
	0.63

	MEAN,  kW
	0.35
	0.27
	0.21
	0.28
	0.40

	DT95,  kW
	-0.13
	-0.26
	-0.37
	-0.26
	

	DT5,  kW
	0.03
	-0.06
	-0.09
	-0.02
	

	MEANDT,  kW
	-0.05
	-0.15
	-0.23
	-0.14
	

	ABMEANDT,  kW
	0.06
	0.15
	0.23
	0.14
	

	RSQMEANDT,  kW
	0.07
	0.16
	0.24
	0.16
	

	STDERR,  kW
	0.04
	0.06
	0.09
	0.07
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Figure 76. Cooling/heating power in the zone 2. Test case DSF200_e.
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Figure 77. Total cooling/heating power in the zone 2. Test case DSF200_e.

The above plot for the total cooling and heating is not exactly sufficient, as there were periods with the experimental data lacking, which resulted in the decreased total cooling/heating power in the experimental results, compared with simulations.  
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Figure 78. Cooling/heating power in zone 2. Test case DSF200_e.

In this test case, calculation of the heating power has also improved, since the models were modified to consider the thermal bridges. The cooling power in the zone 2 is mainly underestimated by all models, except for BSim, with results often exceeding the experimental data. The lowest values are obtained by VA114, while ESP-r and TRNSYS-TUD have similar results.
Again, it seems that the slope of the ESP-r profile in the afternoons differs from the others, indicating differences in the time constant of the models. Nevertheless, the cooling/heating power is the product of calculated air temperatures and mass flow rate in the double-skin facade cavity. 
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Figure 79. Cooling heating power in zone 2. Test case DSF200_e.

6.4.10 The other parameters in the empirical and simulation results
Besides the global parameters such as an air temperature, mass flow rate, energy load in a zone, modellers had to report the surface temperature of constrictions if possible. The surface temperatures of the constructions were measured during the experiments together with many other parameters. However, the plots of the results and their assessment are not included in the main report, but into the Appendix II. 

Less attention is paid to these data, since the measurement of the surface temperatures of the constructions is very complex and the results can include errors, which are not possible to detect or assess. Moreover, the modelling of the surface temperatures is very sensitive to assumptions made towards the convective and radiative heat transfer at the surfaces. And, finally, it is not crucial to use these parameters for the empirical validation of building simulation software, since the assumptions vary from one tool to another, but the building simulation tools stay focused on the predictions of energy consumption and occupants’ comfort and therefore the quantitative measure for the validation was chosen between the global parameters. However, it is desirable to point out a tool that is able not only to predict the energy consumption, but also to be able to provide a reasonable level of accuracy of other parameters, especially regarding the surface temperature of the inner window glazing, as a contributor to the operative air temperature in the zone 2 and thus a contributor to the general perception of comfort.
A measurement of the surface temperature requires a good junction between the surface and the temperature sensor and in case of a bad junction, a measurement error may occur, which is not possible to quantify. The risk of error during the measurements was minimised by means of thermal paste of high heat transmitting property, which was used to attach the sensors to a surface. 
Measurement of the surface temperature of the glazing requires shielding of the thermal sensor from the solar radiation, as the solar absorption property for thermal sensor is considerably higher than for the glass. The details on shielding the sensors and on measurements of a surface temperature are given in [5].
The limitations in the experimental setup and correspondingly caused errors are normally described by the numerous cables, measurement devices and equipment placed in the test facility. Moreover, a number of errors can occur due to the experimental conditions, which, in many cases, are different from the situation in a real life. For example, the temperature in the test room was kept constant during the whole period of experiments. In order to fulfil that, four fabric ducts were placed on the floor of the zone 2. Since the air in the ducts was slightly cooler or warmer (depending on the temperature in the zone), the concrete floor in the zone was heated up or cooled down. Correspondingly, the measurement of the surface temperature in the zone 2 was affected by the air temperature in the ducts and therefore, it is not reliable to conduct any comparison between simulated and measured floor surface temperature in the zone 2 [5].  

Moreover, the modellers had to take additional steps in order to model the actual situation in the zone 2, with the floor shadowed from the longwave and short wave radiation by the fabric ducts. As a consequence, in some models, an additional layer of insulation on the floor was used in order to simulate the effect of the ducts (ESP-r), in VA114, this was done via the definition between convective and radiative form of solar gains in to the zone (the convective part vas increased from 0 to 10%). The consequences of all these solutions are very unpredictable, and as a conclusion, it is necessary to state that the reported and measured floor temperature in the zone 2 is incomparable.  
The situation is similar for the floor temperature measurements in the zone 1, as a big number of cables were placed on the floor of the DSF cavity and therefore, the measurement of this surface temperature was erroneous. [5].  

6.5 Summary for the empirical validation test cases

6.5.1 Background

As explained in the literature review [3], the physics of the double skin facade involves complex processes and therefore requires detailed calculations of optics, flow regime, convection, natural air flow etc. Often, building simulation software is not able to perform such detailed level of computations. When the detailed computations are not possible, then the simplified models are used as an alternative and it can be difficult to validate the advanced physical processes, however, this is not the objective. The building simulation software must be validated together with their limitations, yet the best possible software performance must be achieved.  Still, the results of modelling must be consistent and demonstrate reasonable agreement of all or nearly all simulated parameters with the experimental data.
Prior to empirical validation, the completed set of comparative exercises has demonstrated the magnitude of differences between different building simulation tools and has confirmed the complexity of the task to simulate building with a double skin facade. Certainly, the procedure of validation of a building simulation tool involves not only the program, but the modeller, his personal opinion, experience and time spent on modelling. The most important achievement in the comparative exercise was then the experience gained by the modellers in the DSF modelling, the justification of their models against each other and finally, the demonstration of how important it is to conduct the empirical validation for modelling of buildings with the DSF, and thus to provide reference against which modelling predictions could be compared.
The empirical exercises were completed in the ‘blind’-form, which means that the modellers received the experimental results only after submitting their results of simulations. 

In the empirical validation procedure, it is necessary to keep in mind that the validation procedure is actually two-sided, as not only the accuracy of the model is to be validated, but also the accuracy of the measurements and the material in the specification as well. Thus, in case of disagreement between the model and the experimental data, it is necessary to examine possible reasons of deviations, both if the software does not perform the proper calculations and also if the experimental data are inaccurate. 

Prior to the empirical validation, a set of additional test cases was carried out. The results of these test cases verified whether the models are built according to the specification and whether their thermal models perform as anticipated. Sensitivity study of the assumptions towards the heat transfer coefficients was carried out for VA114 and ESP-r model. The main findings demonstrate that:

· The internal convective heat transfer is of great importance 

· The external convective heat transfer is of minor importance (it must be verified for the windows whether the same conclusion applies for windows)
· External longwave radiation heat transfer is of great importance 

· The magnitude of changes of the results is huge for the peak cooling loads, air temperature and surface temperatures when different assumptions are applied (combined/split treatment of surface heat transfer fixed/variable surface film coefficients )

· The magnitude of changes of the results is huge for the peak cooling loads, air temperature and surface temperatures

And, the overall summary of the sensitivity studies shows the directions for further improvements which are given below:
· Combined treatment of surface film coefficients is too simple and the separate treatment is required 

· Application of fixed surface film coefficients together with the separate treatment is also insufficient, but further studies are needed to argue further on this issue. 

Still, these directions are rather obscure, as the impact of the surface heat transfer in the DSF, first, must be studied separately from the zone 2. Also, the application of variable convective surface film coefficients puts few questions: 
· What are the suitable expressions for convective heat transfer at the surfaces to use in the zone 2 and in the DSF? 
· Is it necessary to use different expressions for the convective surface coefficients in the DSF cavity and zone 2? 
· It is, also, reasonable to assume that application of different from the zone 2 expressions for the convective heat transfer in the cavity might be necessary due to different flow conditions in these two zones. If so, then different expressions might be needed for the DSF cavity in the different operational modes. 
Most of results for the surface temperature are only included into the Appendix I. The reason for that is that the resulting surface temperatures, for example, depend on computations and assumptions in a model, such as distribution of solar radiation and shadow to the surfaces, level of detail in longwave radiation exchange, flow regime at the surface and assumptions made for calculation of the convective heat exchange at the surface etc. These computations and assumptions vary from one tool to another, but the building simulation tools stay focused on the predictions of energy consumption and occupants’ comfort and therefore the quantitative measure for this empirical validation was chosen between the global parameters. 
6.5.2 Overview of the results

Before comparing the global parameters, it was necessary to perform the verification of the boundary conditions, which was done in two steps:

· Evaluation of the boundary external conditions. Sufficiently good agreement with the experimental data was achieved in computations of solar radiation striking to the DSF surface for both of the test cases. Also, it was possible to demonstrate consistency in modelling the test cases and also to prove that the results of simulations are comparable with the experimental data.   
· Validation of the boundary internal conditions. Relatively small deviations were observed when calculating the transmitted solar radiation to the zones (first order of solar transmission). However, it was argued that the deviations are mainly caused by the minor differences in calculation of incident solar radiation, which became more pronounced in the transmitted solar radiation, due to the large window areas. This part of validation is comparative, as no empirical data are available to estimate the magnitude of transmitted solar radiation. Another reason for disagreements between the models was explained by the different mathematical models and deviations in optical properties of constructions when calculate distribution, transmission and absorption of solar radiation.  
The DSF is differently subdivided in ESP-r and TRNSYS-TUD models: there are three equal zones in ESP-r and 4 zones in TRNSYS-TUD (Figure 80), where two of the smaller zones were located at the bottom and at the top and two bigger ones were located in the middle of the cavity. The definition of zones in TRNSYS-TUD corresponds to the geometry of windows in the specification. Splitting up the cavity into a few zones stacked on the top of each other can highly improve the accuracy of simulation, but this solution is more suitable when it is necessary to count on the vertical temperature gradient only, as this does not solve the complexity of the local recirculation. 


[image: image136]
Figure 80. Illustration of zoning in the models. VA114 and BSim (left), ESP-r (center), TRNSYS-TUD (right).

When the results of simulations are compared against the experimental data, then the information about the measurement procedure and experimental set-up can be critical for evaluation of the measurement accuracy and possibility for the error. On the whole, the main details of measurement procedure were mentioned in the report. Even more details about the experimental setup and experiments can be found in [5].

The air temperature in the DSF is evaluated via the temperature raise in the cavity compared to the outdoor air temperature. This is essential, especially for the test case DSF200_e, which is characterised by rather low temperature raise due to the high air change rate in the cavity. It is crucial for the validation that the programs agree very well with the experiments when calculating the air temperature in  zone 1, as for the high air change rates, the disagreements in the air temperature are unacceptable, as they will result in hundreds of watts of error in thermal balance. 

The studies show that the models do not agree on the subject of air temperature in the zone 1. Even the models that perform best in terms of experimental results, still have an error of 1-5oC (ABMEANDT), furthermore, the deviations from the experimental data in the periods with the peak solar radiation are much more significant. Only in the periods without solar radiation, a sufficient agreement is reached between the models and experiments. 

In the test case DSF100_e, which does not involve the mass transfer in the cavity, the best approximation to the experimental data in the periods of peak solar loads is achieved for ESP-r model and TRNSYS –TUD model. Significant overestimation of the air temperature in the cavity is characteristic for BSim and underestimation for VA114. 
Quite the opposite situation is seen for the air temperature predictions in zone 1 for the case DSF200_e. Here, all of the models, except BSim, are in agreement when compared against each other in the periods with the peak loads of solar radiation. The agreement is reached in the range of plus-minus 1 oC. Though, the experimental air temperature is 3-10oC higher than the calculated one. Meanwhile, all of the models calculate reasonably different mass flow rates in the cavity, which are very high. High flow rates can be a reason for a better agreement between the models in the test case DSF200_e compared against test case DSF100_e. 
Finally, when discussing air temperature, it is important to draw an attention to the assumptions and their significance for the final result when defining the convective and radiative heat transfer at the surface in the models. As it was revealed in section 5.4 Sensitivity study - impact of surface film coefficients, right choice of the surface coefficients can become a focal point in the validation procedure. 

According to the sensitivity study, by fixing an internal or external, convective or radiative coefficient or by combining the convective and radiative surface heat transfer coefficients, the performance of a model can change dramatically, however, using the separated variable convective and radiative heat transfer coefficients, the model is able to adjust better to the significant changes in solar radiation. Still, this might not solve all of the difficulties.
Regarding the mass flow rate in the DSF cavity, it was difficult to attain a final conclusion, due to the extreme complexity of the long time monitoring and measurement of the naturally induced air flow rate in the cavity. Although it is difficult to measure air flow in a naturally ventilated double skin facade cavity, as there is either no easy method or no accurate one exists, results obtained with the velocity profile method and the tracer gas method show reasonable agreement. However, due to the risk of error in each of the methods, the preference of one method to the other one can be given only upon personal opinion. 

The authors have pointed out all of the possible risks of error during the experiments and, for now, the final conclusion is left upon the reader.  At the same time it is important to point out that such conditions of experimental and simulation results argue for further experimental studies and empirical test case for validation of the building simulation software to conclude the subtask assignment. 

The deviations between the measured and simulated cooling/heating power in the zone 2 are obvious. Most of the models underestimate the cooling loads to the zone especially in the days with intensive solar irradiation, while at night the agreement is rather good due to the modifications made to the models to count on thermal bridges. The difficulties with the simulation during the day time periods are the consequence of greater deviations in predicted air temperature and mass flow rates in the cavity. Also, the significance of surface heat transfer coefficients has already been pointed out.  
The great deviation in the cooling/heating power in the zone is a result of interplay of many parameters, such as air flow rate, convection and radiation heat transfer, transmission of solar radiation etc. At the same time it is not possible to validate all of the inter-related parameters in this subtask, as many of those are the challenge for the whole field of building simulations. However, the air flow rate is particularly interesting and influencing factor for the DSF performance, moreover, the air flow in the DSF is an unavoidable part of the whole DSF concept. Thus, the air flow rate was chosen as one of the main targets in evaluation and validation of building simulation software for buildings with DSF. Despite the fact that more empirical test cases are needed to complete the validation assignment, the discussion of the mass flow models upon the results of simulations and empirical results should be made. 

All in all, none of the models is consistent enough when comparing results of simulations with the experimental data: for every parameter considered – a different model is closer to the experimental data. Thus, the models are still rough and may need further improvements. 
6.5.3 Discussion of the air flow models and influencing matters in the air flow modelling. 

It is well known that any model for calculations of natural air flow is very sensitive to a number of empirical parameters such as the discharge coefficient, the wind pressure coefficients, the terrain parameters, coefficients in the power-law equations etc. The situation is extremely rare when the experimental data for estimation of these coefficients exist for a particular building, which should to be modelled. In real life, the modelling takes part prior to construction and therefore a user of the simulation tool takes the decision upon different recommendations, standards and experience.  

In order to avoid or minimise the sensitivity of the air flow models to the input parameters, these were specified in the empirical test case specification (discharge coefficient, pressure difference coefficients, tightness characteristics of the building and the function of the wind reduction according to the type of terrain).  The discharge coefficients, the function of wind reduction and building tightness were obtained empirically for the experimental setup.

The pressure difference coefficients were specified on the basis of literature study for a building of the same shape as the experimental test facility. The sensitivity of the flow models to the pressure difference coefficients is very significant and therefore the truthfulness of the defined pressure difference coefficients is essential. This is verified via wind driven night time ventilation in the test case DSF200_e, for the models using the same pressure difference coefficients as in specification (TRNSYS-TUD, ESP-r), whose results demonstrate almost identical mass flow rate in the cavity as measured.

Experimentally obtained discharge coefficients are also verified using the manual calculation of the mass flow rate in the cavity caused by the buoyancy forces (Figure 10), with results of calculations being in a good agreement with the experimental results.

It is not always possible to use the specified data; therefore, the discharge and the pressure coefficients for the openings used in all models were also compared. In fact, the differences in input values for the discharge and pressure difference coefficients are noteworthy. Furthermore, they could have played a vital role in calculations and can be a reason for disagreements in predicted air flow rate due to the sensitivity of the air flow models to these parameters. As for example in VA114, the difference between the pressure coefficients is set to zero, and as a result, the wind pressure force is left out of consideration. In BSim, an empirically obtained relationship is used to calculate wind induced air flow rate. ESP-r and TRNSYS-TUD use the same pressure difference coefficients, but not the discharge coefficients, thus some differences in the flow magnitudes are observed while the shapes of their plots are often similar. 
Earlier, it was mentioned that the application of the orifice model assumes the fully developed turbulent flow and in most of the cases, this assumption is valid as even the laminar flow regime turns to turbulent due to the opening size, sharp edges of the opening etc. However, the orifice equation is not accurate enough when the laminar flow or flow in transition to turbulent occurs. In this case the power-law model has the priority as it can be adjusted to one or another regime as long as it is known what flow regime one deals with. Yet, there is no empirical data available to verify the application of one or another relationship (orifice or power-law).  

TRNSYS-TUD and VA114 use a power-low equation. It is known that the flow exponent of 1.5 is a user-defined parameter in VA114 model, which is normally used for very small openings and results in lower pressure loss through the openings if compared with orifice equation. 
Another issue to discuss is the consideration of the wind turbulence effect on the air flow rates in the DSF cavity. Only one of the models in the empirical exercises considers the wind fluctuations as a contributor to the total air flow rate in the cavity (VA114 uses the wind fluctuation model described in [11,12]). At the same time, the design of the DSF in many cases represents a construction with the openings at the different levels of the same surface. This is also the case in the comparative exercises. Although, the openings located at different levels (single-sided ventilation), the wind pressure, do not have as much effect on the air flow, as in case of cross ventilation. From this point of view, the wind fluctuation effect can have an increased importance and can influence the accuracy. Another expression for taking into account the wind fluctuations can be used, developed by Larsen [13], which it takes into consideration the location of the opening (windward/leeward side) and a combination of wind pressure and temperature differences. 

Previously, it was explained that the air temperature in the DSF cavity is the result of the convective heat transfer between the glass surfaces and the cavity air. The surface temperature of the glass can become relatively high and as a part of convective heat transfer appears the boundary layer flow.  The air flow rate in the boundary flow normally increases with the distance from the inlet opening and in some circumstances, it is likely that the air flow in the boundary layer can exceed the main flow rate in the cavity. This can cause the appearance of the reverse flow and even more intricate the flow field in the cavity. 

At the moment, the network method and the loop method are the best suitable for the calculation of the dynamic air flow rate in a naturally ventilated space.  The network method is also the one used for almost all models in the empirical exercise. However, one of the limitations of this method is that it is not suited to model the air flow patterns within the zone [14], such as reverse flow, local recirculation, etc. 
6.6 Summary

Considering the topics of the discussion in the previous section, one can argue that the subject of naturally driven flow is complex and it is not easy to model the naturally driven flow in the DSF cavity. Moreover, taking into account the results of simulated and measured global parameters, one can note that the main difficulties experienced in predictions (or measurements) are characteristic for the periods with the intensive solar radiation, however the night time periods, or the days with the low solar intensity are relatively easy to model, both from the heat transfer and mass transfer point of view. 
Good performance of the models in periods of lower solar intensity indicates that the building simulation tools perform very well, but in the periods of higher solar intensity, more detailed calculations or models should be applied, as the presence of solar radiation is an essential element for the double skin facade operation (only the period with the moderate solar intensity was modelled in the empirical test cases) and the models in the present validation task do not provide results of superior accuracy compared to empirical results. 

Existing experimental data sets have a benefit of rather varying solar radiation intensity, which allows to validate whether the models are able to cope with the often changes in solar radiation intensity. On the other hand, rather limited solar radiation intensity in the dataset does not allow to completely explore the performance of the models.
In order to be able to deal with the double-skin facade buildings, modellers may consider application of separated variable surface film coefficients, as this would help to obtain more realistic predictions of the air temperature in the cavity during the peak loads of solar radiation. Especially, this involves the radiation surface film coefficients and internal convective film coefficients, otherwise the air temperatures in the cavity and also the cooling loads in the zone 2 will be drastically underestimated. This suggestion, however, requires some guidelines for definition of variable convective heat transfer coefficients. Also, the application of variable coefficients may not solve all of the disagreements, as the sensitivity study does not include any clear results, but only gives an indication of importance of assumptions towards the surface heat transfer.  
Since there are no experimental data available about the convective heat transfer processes in the cavity, and the rule of thumb does not apply for the double-skin facade constructions, then there is no knowledge base exists to rely on when attempting to calculate or fix the surface film coefficients in a simulation model. Finally, the application of commonly used combined fixed surface film coefficient is not sufficient enough, as demonstrated in section 5.5.  
In the future work it would be necessary to expand the sensitivity study and perform a number of tests where the convective and radiative heat transfer coefficients are extensively tested for application in a double-skin facade model, for different climates and geometry (preferably together with experimental data). Furthermore, some simple studies would be helpful to reveal the differences between and their impact on final result. These could be simple test cases with the internal surface emissivity of 1; time constant of the constructions in zone 2 equal to 0; steady state simulation with presence of solar radiation.
If the issue of comfort should to be addressed in the calculations, then application of reliable convective/radiative surface heat transfer coefficients must be ensured. Otherwise, a sensitivity study will be necessary to prove the robustness of the results.  

Another issue of modelling a double-skin facade building with naturally ventilated cavity is prediction of the mass flow rate in the cavity. This will certainly improve when the thermal model works without the flaws, but none of the existing models consider the recirculation flows in the cavity. The recirculation flows, however, may become very important, as they may generate an additional momentum at a certain level in the cavity, leading to the increased convective heat transfer and therefore the increased buoyancy force.

Certainly, the accuracy and quality of the experimental results must be also evaluated, as these are the main measures in empirical validation procedure. Most of the details about the accuracy and risk of error during the measurements are mentioned in the report, while more information is given in [5] It is apparent that the described measurement methods in [5] have sources of error and compared to laboratory conditions have relatively large uncertainties, but on the other hand these experimental results represent the full-scale outdoor measurements, with well controlled and measured internal conditions and with the measurement errors one can be aware of. 

The results of the empirical validation can be regarded as arguments for further empirical and comparative validation, which should include some sensitivity studies of the parameters involved into the simulation of the DSF performance  (or expanded number of the test cases), including wind pressure coefficients, discharge coefficients, spectral properties of the glazing along with the analysis  of influence of the DSF-geometry in the model in means of partitioning the DSF in 2 or more zones stacked on the top of each other, equal and different size of these zones, application of shading device, etc. 

Another, extremely important subject in the DSF modelling is modelling of shading device in the cavity (zone 1). The predictions made for the double skin facade in the empirical test cases DSF100_e and DSF200_e do not include the shading device, despite that fact, the complexity of the processes in the DSF appeared to be strict enough to result in deficient accuracy of simulations. Shading device is a distinctive element of DSF application and, in addition, it is an important contributor to the double skin facade physics. Its contribution to the DSF physics is expressed by means of an additional heat source in the DSF cavity and therefore more complex longwave radiation exchange, increased air temperature in the cavity and thus the increased buoyancy effect, etc. In view of these facts, the modelling can become even more intricate. Therefore it is desirable to continue with the empirical validation of building simulation software, including the solar shading devices, their properties and positioning in the cavity.

Completing of the validation procedure with the above suggestions would allow to finalize whether it is possible to perform the DSF modelling within the software tools available on the market, by means of improved model geometry and definitions, minimized error due to the model sensitivity to the input parameters and whether the solar shading device intricate the modelling procedure. And, finally, the additional test cases would clarify whether a new computation model is required to perform an accurate modelling of the double skin facade buildings and what are the improvements should be made in the new model compared to the existing ones. 
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Appendix I. Results of empirical validation

Test case DSF100_e
Figures from the main report 
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Surface temperature of the glazing
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	Temperature of external window glass surface facing external 
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN, oC
	0.54
	-1.42
	-0.78
	-1.61
	-

	MAX,  oC
	32.75
	24.30
	29.69
	22.72
	-

	MEAN, oC
	11.22
	10.81
	11.33
	10.47
	-


[image: image145.emf]19oct 21oct 23oct 25oct 27oct 29oct 31oct 2nov 4nov 6nov

-5

0

5

10

15

20

25

30

35

Hour averaged  temperature of the external window glass surface facing external

Day

Temperature [

o

C]

 

 

BSim VA114 ESP-r TRNSYS-TUD



[image: image146.emf]24oct 25oct 26oct

5

10

15

20

25

30

35

40

Hour averaged temperature of the external window glass surface facing zone1

Day

Temperature [

o

C]
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	Temperature of external window glass surface facing zone 1 
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN,  oC
	-2.98
	-1.33
	-0.54
	-1.21
	-0.27

	MAX,  oC
	24.16
	24.58
	30.70
	24.72
	32.97

	MEAN,  oC
	10.17
	10.88
	11.54
	10.86
	12.17

	DT95,  oC
	-6.52
	-5.99
	-2.53
	-5.62
	

	DT5,  oC
	-0.28
	0.10
	0.94
	1.01
	

	MEANDT,  oC
	-2.01
	-1.30
	-0.63
	-1.31
	

	ABMEANDT,  oC
	2.03
	1.37
	0.91
	1.59
	

	RSQMEANDT, oC
	2.98
	2.51
	1.39
	2.61
	

	STDERR,  oC
	2.21
	2.15
	1.24
	2.25
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	Temperature of internal window glass surface facing zone 1 
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN,  oC
	8.09
	6.14
	5.12
	3.86
	5.72

	MAX,  oC
	39.54
	34.89
	43.76
	43.89
	42.19

	MEAN,  oC
	16.04
	15.07
	15.33
	14.76
	15.80

	DT95,  oC
	-3.79
	-5.34
	-1.65
	-4.86
	

	DT5,  oC
	3.13
	1.17
	1.65
	5.72
	

	MEANDT,  oC
	0.24
	-0.73
	-0.46
	-1.03
	

	ABMEANDT,  oC
	1.44
	1.25
	0.98
	2.49
	

	RSQMEANDT, oC
	2.50
	2.57
	1.51
	3.52
	

	STDERR,  oC
	2.49
	2.47
	1.44
	3.37
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	Temperature of internal window glass surface facing zone 2
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN,  oC
	
	18.76
	17.57
	18.26
	18.61

	MAX,  oC
	
	26.95
	36.99
	32.99
	32.50

	MEAN,  oC
	
	20.65
	20.76
	20.98
	20.99

	DT95,  oC
	
	-2.62
	-1.02
	-0.99
	

	DT5,  oC
	
	0.23
	3.08
	1.91
	

	MEANDT,  oC
	
	-0.34
	-0.23
	-0.01
	

	ABMEANDT,  oC
	
	0.44
	0.92
	0.53
	

	RSQMEANDT, oC
	
	1.06
	1.27
	0.94
	

	STDERR,  oC
	
	1.00
	1.25
	0.94
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Floor and ceiling surface temperature
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	Floor surface temperature in zone 1
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN,  oC
	
	7.16
	7.91
	8.02
	7.02

	MAX,  oC
	
	22.23
	29.97
	26.45
	32.30

	MEAN,  oC
	
	14.03
	15.27
	15.21
	14.77

	DT95,  oC
	
	-4.64
	-0.77
	-1.54
	

	DT5,  oC
	
	0.74
	2.09
	2.07
	

	MEANDT,  oC
	
	-0.75
	0.50
	0.44
	

	ABMEANDT,  oC
	
	1.05
	0.80
	0.97
	

	RSQMEANDT, oC
	
	1.96
	1.09
	1.35
	

	STDERR,  oC
	
	1.82
	0.97
	1.28
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Exp.data BSim VA114 ESP-r TRNSYS-TUD
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	Ceiling surface temperature in zone 1
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN,  oC
	
	3.54
	3.44
	2.38
	5.45

	MAX,  oC
	
	34.14
	43.54
	44.82
	40.52

	MEAN,  oC
	
	14.09
	15.30
	14.98
	15.42

	DT95,  oC
	
	-7.25
	-2.01
	-5.64
	

	DT5,  oC
	
	2.07
	3.96
	9.34
	

	MEANDT,  oC
	
	-1.33
	-0.12
	-0.44
	

	ABMEANDT,  oC
	
	1.92
	1.38
	3.21
	

	RSQMEANDT, oC
	
	3.03
	2.03
	4.42
	

	STDERR,  oC
	
	2.72
	2.03
	4.40
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	Floor surface temperature in zone 2
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN,  oC
	21.51
	20.86
	19.84
	20.79
	21.03

	MAX,  oC
	23.12
	24.16
	27.32
	24.22
	22.93

	MEAN,  oC
	21.77
	21.40
	21.01
	21.49
	21.34

	DT95,  oC
	0.28
	-0.22
	-1.17
	-0.20
	

	DT5,  oC
	0.53
	0.63
	1.60
	0.77
	

	MEANDT,  oC
	0.42
	0.06
	-0.33
	0.14
	

	ABMEANDT,  oC
	0.42
	0.18
	0.80
	0.22
	

	RSQMEANDT, oC
	0.43
	0.29
	1.02
	0.35
	

	STDERR,  oC
	0.09
	0.28
	0.96
	0.31
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	Ceiling surface temperature in zone 2
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN,  oC
	21.39
	20.29
	19.32
	20.19
	20.99

	MAX,  oC
	29.45
	26.29
	32.09
	28.31
	26.56

	MEAN,  oC
	22.19
	21.41
	21.25
	21.50
	21.61

	DT95,  oC
	0.06
	-0.61
	-1.25
	-0.67
	

	DT5,  oC
	2.24
	0.59
	2.59
	1.36
	

	MEANDT,  oC
	0.58
	-0.20
	-0.36
	-0.10
	

	ABMEANDT,  oC
	0.60
	0.34
	1.06
	0.48
	

	RSQMEANDT, oC
	0.96
	0.42
	1.40
	0.68
	

	STDERR,  oC
	0.76
	0.37
	1.36
	0.67
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Test case DSF200_e 

Figures from the main report
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Surface temperature of the glazing
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	Temperature of external window glass surface facing external 
	BSim
	VA114
	ESP-r
	TRNSYS-TUD

	MIN,  oC
	5.44
	4.88
	5.36
	4.92

	MAX,  oC
	25.75
	25.38
	29.53
	25.25

	MEAN,  oC
	14.08
	13.74
	14.27
	13.54
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	Temperature of external window glass surface facing zone1 
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN,  oC
	4.75
	4.92
	5.46
	5.20
	5.35

	MAX,  oC
	24.05
	25.53
	30.13
	27.19
	31.90

	MEAN,  oC
	13.48
	13.80
	14.45
	14.05
	15.27

	DT95,  oC
	-7.38
	-5.90
	-3.54
	-5.07
	

	DT5,  oC
	-0.13
	0.01
	0.68
	0.52
	

	MEANDT,  oC
	-1.80
	-1.49
	-0.82
	-1.24
	

	ABMEANDT,  oC
	1.81
	1.52
	0.98
	1.39
	

	RSQMEANDT, oC
	2.87
	2.31
	1.42
	2.10
	

	STDERR,  oC
	2.23
	1.77
	1.16
	1.70
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	Temperature of internal window glass surface facing zone1 
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN,  oC
	10.47
	9.57
	8.72
	8.17
	8.88

	MAX,  oC
	23.97
	30.97
	37.06
	39.10
	33.16

	MEAN,  oC
	16.22
	17.20
	17.57
	17.82
	17.10

	DT95,  oC
	-7.41
	-2.21
	-0.68
	-1.79
	

	DT5,  oC
	1.28
	2.20
	3.10
	7.56
	

	MEANDT,  oC
	-0.89
	0.09
	0.48
	0.69
	

	ABMEANDT,  oC
	1.73
	0.87
	0.82
	2.00
	

	RSQMEANDT, oC
	2.76
	1.30
	1.31
	3.03
	

	STDERR,  oC
	2.62
	1.30
	1.22
	2.95
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Floor and ceiling surface temperature
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	Floor surface temperature in zone 1
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN,  oC
	
	11.25
	11.08
	12.13
	11.11

	MAX,  oC
	
	28.28
	28.25
	28.48
	30.88

	MEAN,  oC
	
	17.82
	17.48
	18.62
	17.18

	DT95,  oC
	
	-3.00
	-1.29
	-1.56
	

	DT5,  oC
	
	3.45
	1.32
	4.03
	

	MEANDT,  oC
	
	0.64
	0.31
	1.45
	

	ABMEANDT,  oC
	
	1.59
	0.65
	1.82
	

	RSQMEANDT, oC
	
	2.11
	0.86
	2.16
	

	STDERR,  oC
	
	2.02
	0.81
	1.60
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	Ceiling surface temperature in zone 1
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN,  oC
	
	7.43
	8.16
	6.91
	8.62

	MAX,  oC
	
	31.06
	36.61
	39.28
	30.91

	MEAN,  oC
	
	16.61
	18.33
	17.75
	16.13

	DT95,  oC
	
	-2.58
	-0.33
	-2.53
	

	DT5,  oC
	
	5.09
	7.82
	11.33
	

	MEANDT,  oC
	
	0.46
	2.19
	1.58
	

	ABMEANDT,  oC
	
	1.60
	2.26
	2.89
	

	RSQMEANDT, oC
	
	2.29
	3.29
	4.41
	

	STDERR,  oC
	
	2.25
	2.46
	4.12
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	Floor surface temperature in zone 2
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN,  oC
	21.48
	21.02
	20.45
	21.08
	21.29

	MAX,  oC
	23.10
	24.29
	27.56
	24.40
	22.84

	MEAN,  oC
	21.97
	22.12
	22.56
	22.23
	21.70

	DT95,  oC
	0.10
	-0.15
	-0.45
	-0.08
	

	DT5,  oC
	0.50
	1.17
	3.51
	1.33
	

	MEANDT,  oC
	0.27
	0.42
	0.87
	0.54
	

	ABMEANDT,  oC
	0.27
	0.46
	1.00
	0.56
	

	RSQMEANDT, oC
	0.30
	0.58
	1.46
	0.68
	

	STDERR,  oC
	0.13
	0.39
	1.17
	0.42
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	Ceiling surface temperature in zone 2
	BSim
	VA114
	ESP-r
	TRNSYS-TUD
	Exp.

	MIN,  oC
	21.50
	20.79
	20.19
	20.73
	21.05

	MAX,  oC
	28.88
	25.91
	31.47
	27.84
	24.50

	MEAN,  oC
	22.73
	22.08
	22.77
	22.32
	21.94

	DT95,  oC
	0.10
	-0.35
	-0.87
	-0.39
	

	DT5,  oC
	3.41
	1.17
	5.38
	2.60
	

	MEANDT,  oC
	0.79
	0.14
	0.86
	0.39
	

	ABMEANDT,  oC
	0.79
	0.38
	1.43
	0.66
	

	RSQMEANDT, oC
	1.34
	0.52
	2.15
	1.02
	

	STDERR,  oC
	1.09
	0.50
	1.97
	0.95
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Appendix II. 
Empirical test case specification

Appendix III. Additional Test Cases

Steady state (SS) test case

Steady state case corresponds to actual empirical conditions in the DSF and in the zone 2, during the heat transmission measurements. In this test case, all necessary weather data and volume averaged air temperature in the DSF and approximate air flow rate (which is important for modelling of the convective heat transfer coefficients in the DSF) are specified. 
	Conditions for the steady state cases 

	 
	 

	Outdoor air temperature, oC
	0.7

	Wind direction 
	0

	Wind speed , m/s
	0

	Diffuse solar radiation on horizontal, W/m2
	0

	Global solar radiation on horizontal, W/m2
	0

	Relative humidity , %
	60

	Atmospheric pressure, Pa
	100000

	 
	 

	Air temperature in the DSF , oC
	5.3

	Air temperatre in zone 3.3, oC
	23.4

	Air temperature in zone 3.2, oC 
	24.6

	Air temperature in the zone 2, oC
	21.95

	 
	 

	Temperature under the foundation, oC 
	11.3

	 
	 

	Air flow rate in DSF(supply from outside), m3/h
	300


Modification of the U-values to the actual transmission heat losses 
First steady state simulations were performed with assumption that there are no thermal bridge losses in the ‘Cube’. Results of the steady state cases were compared with the empirical results, proving the existence of the thermal bridges. Accordingly the modifications of the construction properties had to be made to include the impact of thermal bridges. 

Additional heat losses from the zone 2 (due to the thermal bridges) were evenly distributed to all constructions in the zone 2, except for the windows. All of the models were identically modified, by increasing U-values of the constructions in the models, for more accurate prediction of the heat losses. 

Modified properties marked in bold, as following:

	Wall
	1

	Material 
	Plywood
	Rockwool M39
	Isovand vario

	Thickness, m
	0.016
	0.62
	0.1

	Thermal conductivity W/(mK)
	0.115
	0.11
	0.025


	Wall
	2

	Material 
	Plywood
	Rockwool M39
	Isovand vario

	Thickness, m
	0.016
	0.3
	0.1

	Thermal conductivity W/(mK)
	0.115
	0.19
	0.025


	Wall
	3

	Material 
	Plywood
	Rockwool M39
	Isovand vario

	Thickness, m
	0.016
	0.3
	0.1

	Thermal conductivity W/(mK)
	0.115
	0.19
	0.025


	Wall
	Roof

	Material 
	Plywood
	Rockwool M39
	Isovand vario

	Thickness, m
	0.016
	0.3
	0.1

	Thermal conductivity W/(mK)
	0.115
	0.19
	0.025


	Wall
	Floor

	Material 
	Reinforced concrete
	Expanded polysterene

	Thickness, m
	0.15
	0.22

	Thermal conductivity W/(mK)
	1.8
	0.1008


Appendix IV. 
WIS results of glazing properties

DOUBLE PANE (INTERNAL WINDOW)

--- Basics (key thermal and solar properties) --- 

 name transparent system             : aalborg_double

 U-value                             :     1.12 [W/(m2.K)] 

 solar factor (g)                    :    0.632 [-]  (total solar energy transmittance) 

 solar direct transmittance          :    0.532 [-] 

 solar direct reflectance outdoor    :    0.252 [-] 

 solar direct reflectance indoor     :    0.237 [-] 

 light transmittance                 :    0.796 [-] 

 light reflectance outdoor           :    0.129 [-] 

 light reflectance indoor            :    0.128 [-] 

 UV transmittance                    :    0.173 [-] 

 UV reflectance outdoor              :    0.218 [-] 

 UV reflectance indoor               :    0.127 [-] 

 general colour rendering index (Ra) :     97.0 [-] 

--- Split U-value --- 

 Uconv                                   :    0.437        [W/m2.K] 

 Uir                                     :    0.687        [W/m2.K] 

 Uvent                                   :    0.000        [W/m2.K] 

                                           ----------------- + 

 Utotal                                  :     1.12        [W/m2.K] 

--- Split all 'dark' heat flow coefficients into fractions (h-values) --- 

 h_conv,indoor                           :    0.437        [W/m2.K] 

 h_ir,indoor                             :    0.687        [W/m2.K] 

 h_conv,outdoor                          :    0.892        [W/m2.K] 

 h_ir,outdoor                            :    0.232        [W/m2.K] 

 h_vent                                  :    0.000        [W/m2.K] 

                                           ----------------- + 

 checksum (expected value = h_indoor - h_outdoor - h_vent = 0) :    0.000        [W/m2.K] 

--- Split solar factor (g) into fractions --- 

 solar direct transmittance   
         :    0.532        [-] 

 solar factor convective                 :   0.0387        [-] 

 solar factor thermal radiative ir       :   0.0620        [-] 

 solar factor ventilation                :    0.000        [-] 

                                           ----------------- + 

 solar factor (g)                        :    0.632        [-] 

--- Split solar gain coefficients to outdoor side into fractions --- 

 solar fraction reflected to outdoor     :    0.252        [-] 

 solar fraction convected to outdoor     :   0.0912        [-] 

 solar fraction th. radiated to outdoor  :   0.0243        [-] 

 solar fraction ventilated to outdoor    :    0.000        [-] 

                                            ----------------- + 

 solar fraction to outdoor               :    0.368        [-] 

--- Split all solar fractions, optical part --- 

 solar direct transmittance              :    0.532        [-] 

 solar direct reflectance                :    0.252        [-] 

 solar absorption fraction layer 1       :    0.103        [-] 

 solar absorption fraction layer 2       :    0.000        [-] 

 solar absorption fraction layer 3       :    0.114        [-] 

                                           ----------------- + 

 checksum (expected value = 1)           :     1.00        [-] 

--- Split all solar fractions, thermal part (a-values) --- 

 solar absorbed                          :    0.216        [-] 

 conv indoor                             :   0.0387        [-] 

 ir indoor                               :   0.0620        [-] 

 conv outdoor                            :   0.0912        [-] 

 ir outdoor                              :   0.0243        [-] 

 gap vent                                :    0.000        [-] 

                                           ----------------- + 

 checksum (abs-others. expected value = 0) : 0.000        [-] 

--- Short description conditions used for calculations ---

 For angular and diffuse properties estimated values are used (not very accurate) !! 

 awaiting results from ongoing research 

 Calculated using setting: No restrictions (expert level) 

 Therefore results are calculated using user selected methods and settings 

 For solar calculations in the total solar range, spectral properties are used 

 For solar calculations in the visual range, spectral properties are used 

 For solar calculations in the uv range, spectral properties are used 

 The solar spectrum of EN 410 is used with air mass 1

--- Short system description --- 

(from outdoor to indoor)

 layer 1 is a Pane named : aalborg_dg_outer with pane in original position.

 layer 2 is a Gap named : Air-Argon 10/90

 layer 3 is a Pane named : aalborg_double_inner with pane in original position.

 --- Detailed Thermal Solar Properties --- 

abs x      : absorption fraction for each layer (layer = pane, gap, solar shading ...) 

t_sol      : solar direct transmittance 

r_sol_o    : solar direct reflectance on the outdoor side 

r_sol_i    : solar direct reflectance on the indoor side 

t_vis      : light transmittance 

r_vis_o    : light reflectance outdoor side 

r_vis_i    : light reflectance indoor side 

t_uv       : UV transmittance 

r_uv_o     : UV reflectance outdoor side 

r_uv_i     : UV reflectance indoor side 

g_val      : solar factor (total solar energy transmittance g) 

diff       : diffuse (transmittance / reflectance) 

prop            0      10      20      30      40      50      60      70      80      90   diff 

 abs    1   0.103   0.103   0.105   0.108   0.111   0.115   0.119   0.119   0.110   0.000   0.112

 abs    2   0.000   0.000   0.000   0.000   0.000   0.000   0.000   0.000   0.000   0.000   0.000

 abs    3   0.114   0.114   0.115   0.117   0.119   0.120   0.120   0.114  0.0889   0.000   0.116

 t_sol      0.532   0.531   0.529   0.524   0.513   0.488   0.435   0.331   0.163   0.000   0.447

 r_sol_o    0.252   0.252   0.251   0.252   0.258   0.277   0.326   0.436   0.638    1.00   0.325

 r_sol_i    0.237   0.237   0.237   0.239   0.245   0.264   0.309   0.405   0.579    1.00   0.307

 t_vis      0.796   0.795   0.793   0.787   0.772   0.735   0.653   0.490   0.239   0.000   0.668

 r_vis_o    0.129   0.129   0.129   0.133   0.145   0.178   0.258   0.423   0.689    1.00   0.250

 r_vis_i    0.128   0.128   0.128   0.131   0.142   0.173   0.247   0.399   0.642    1.00   0.240

 t_uv       0.173   0.172   0.170   0.166   0.160   0.148   0.129  0.0933  0.0394   0.000   0.137

 r_uv_o     0.218   0.217   0.217   0.217   0.221   0.234   0.269   0.355   0.550    1.00   0.271

 r_uv_i     0.127   0.127   0.127   0.128   0.133   0.146   0.179   0.256   0.445    1.00   0.179

 g_val      0.632   0.632   0.631   0.627   0.618   0.595   0.542   0.433   0.244   0.000   0.550

(Solar absorption assumed in center of layers) 

 --- temperatures --- 

 Outdoor air temperature       : 0.000

 Outdoor radiant temperature   : 0.000

 incidence angle             :    0    10    20    30    40    50    60    70    80    90   diff 

 Outdoor surface temperature :  4.23  4.25  4.29  4.36  4.46  4.56  4.65  4.63  4.30  1.19  4.47

 layer (center)            1 :  4.39  4.41  4.45  4.53  4.63  4.74  4.82  4.81  4.46  1.23  4.64

 border                      :  4.45  4.46  4.51  4.59  4.69  4.79  4.88  4.87  4.51  1.28  4.70

 layer (center)            2 :  14.0  14.0  14.1  14.2  14.3  14.4  14.4  14.2  13.4  9.14  14.2

 border                      :  23.5  23.6  23.6  23.7  23.8  23.9  24.0  23.6  22.3  17.0  23.7

 layer (center)            3 :  23.6  23.6  23.7  23.8  23.9  24.0  24.0  23.7  22.3  17.0  23.8

 Indoor surface temperature  :  23.5  23.6  23.6  23.7  23.8  23.9  24.0  23.6  22.3  17.1  23.7

 Indoor air temperature        : 20.0

 Indoor radiant temperature    : 20.0

--- Network --- 

Layer and node properties from outdoor side to indoor side 

-- solar absorption fractions for layers [0-1]: 

Solar absorption fraction of layer 1 : 0.103

Solar absorption fraction of layer 2 : 0.000

Solar absorption fraction of layer 3 : 0.114

-- conduction / convection heat transfer coefficients for layers: 

IR and ventilation not included !

Heat transfer coeff of layer 1 : 250.

Heat transfer coeff of layer 2 : 1.32

Heat transfer coeff of layer 3 : 250.

Network of thermal coefficients (h) for perpendicular incidence angle 

-- Total Network: 

 hs are given between all nodes 

 nodes are from outdoor to indoor 

 all layers (including gaps) have 3 nodes of which 2 are joined with neighboring layers 

 1      : node 1 (node at outdoor surface) 

 2      : node 2 (center node of outdoor side layer) ... 

 o_air  : outdoor air node 

 o_rad  : outdoor radiant node 

 i      : indoor node 

               1        2        3        4        5        6        7    o_air    o_rad        i 

       1   0.000     500.    0.000    0.000    0.000    0.000    0.000     15.0     3.97    0.000 

       2    500.    0.000     500.    0.000    0.000    0.000    0.000    0.000    0.000    0.000 

       3   0.000     500.    0.000     2.63    0.198    0.000    0.000    0.000    0.000    0.000 

       4   0.000    0.000     2.63    0.000     2.63    0.000    0.000    0.000    0.000    0.000 

       5   0.000    0.000    0.198     2.63    0.000     500.    0.000    0.000    0.000    0.000 

       6   0.000    0.000    0.000    0.000     500.    0.000     500.    0.000    0.000    0.000 

       7   0.000    0.000    0.000    0.000    0.000     500.    0.000    0.000    0.000     7.88 

   o_air    15.0    0.000    0.000    0.000    0.000    0.000    0.000    0.000    0.000    0.000 

   o_rad    3.97    0.000    0.000    0.000    0.000    0.000    0.000    0.000    0.000    0.000 

       i   0.000    0.000    0.000    0.000    0.000    0.000     7.88    0.000    0.000    0.000 

-- gap properties conduction/convection/ventilation : 

 Layer : 2 is a gap with the following calculated properties : 

 Nusselt_number : 1.18

 Prandtl_number : 0.683

 Grashof_number ; 1.53e+004

--- System description --- 

(from outdoor to indoor for perpendicular incidence angle)

-- layer : 1 is a : Pane -- 

 name                                : aalborg_dg_outer

 id                                  : 844

 thickness                           : 4.00 [mm] 

 thermal conductance                 : 1.00 [W/(m.K)] 

 coating code                        : uu [-] 

 IR transmittance                    : 0.000 [-] 

 IR emissivity outdoor               : 0.840 [-] 

 IR emissivity indoor                : 0.840 [-] 

 solar direct transmittance          : 0.840 [-] 

 solar direct reflectance outdoor    : 0.0817 [-] 

 solar direct reflectance indoor     : 0.0817 [-] 

 light transmittance                 : 0.902 [-] 

 light reflectance outdoor           : 0.0894 [-] 

 light reflectance indoor            : 0.0894 [-] 

 UV transmitance                     : 0.620 [-] 

 UV reflectance outdoor              : 0.0833 [-] 

 UV reflectance indoor               : 0.0833 [-] 

 General colour rendering index (Ra) : 99.0 [-]   (0-100) 

 component information 

-- layer : 2 is a : Gap -- 

 name                      : Air-Argon 10/90

 gap width                 : 16.0  [mm] 

                                    -10 oC           0 oC          10 oC          20 oC 

conduction                :          0.0166         0.0171         0.0177         0.0182

dynamic viscosity         :       2.00e-005      2.06e-005      2.12e-005      2.19e-005

density                   :            1.78           1.68           1.65           1.59

CP                        :            568.           568.           568.           568.

-- layer : 3 is a : Pane -- 

 name                                : aalborg_double_inner

 id                                  : 847

 thickness                           : 4.00 [mm] 

 thermal conductance                 : 1.00 [W/(m.K)] 

 coating code                        : cu [-] 

 IR transmittance                    : 0.000 [-] 

 IR emissivity outdoor               : 0.0370 [-] 

 IR emissivity indoor                : 0.840 [-] 

 solar direct transmittance          : 0.609 [-] 

 solar direct reflectance outdoor    : 0.252 [-] 

 solar direct reflectance indoor     : 0.198 [-] 

 light transmittance                 : 0.878 [-] 

 light reflectance outdoor           : 0.0481 [-] 

 light reflectance indoor            : 0.0585 [-] 

 UV transmitance                     : 0.211 [-] 

 UV reflectance outdoor              : 0.294 [-] 

 UV reflectance indoor               : 0.121 [-] 

 General colour rendering index (Ra) : 98.0 [-]   (0-100) 

 component information 

--- Environment --- 

 name                               : Te/Ti=0/20 degrees; sun: 500

 id                                 : 30

 radiant temperature outdoor        : 0.000 [oC] 

 air temperature outdoor            : 0.000 [oC] 

 radiant temperature indoor         : 20.0 [oC] 

 air temperature indoor             : 20.0 [oC] 

 Solar radiation                    : 500. [W/m2] 

 Convection coeff. outdoor          : 15.0 [W/(m2.K)] 

 Convection coeff. indoor           : 3.00 [W/(m2.K)] 

--- Disclaimer ---

The WIS Consortium makes no warranty, express or implied, or assumes any legal liability or

responsibility for the accuracy, completeness, or usefulness of any information obtained with

the WIS Software.

The user has agreed to be bound by the terms of the License that accompanied the WIS

Software package.

SINGLE PANE (EXTERNAL WINDOW)

 name                                : aalborg_sg

 id                                  : 842

 thickness                           : 8 [mm] 

 thermal conductance                 : 1 [W/(m.K)] 

 coating code                        : uu [-] 

 IR transmittance                    : 0 [-] 

 IR emissivity outdoor               : 0.84 [-] 

 IR emissivity indoor                : 0.84 [-] 

 solar direct transmittance          : 0.763 [-] 

 solar direct reflectance outdoor    : 0.0761 [-] 

 solar direct reflectance indoor     : 0.0761 [-] 

 light transmittance                 : 0.882 [-] 

 light reflectance outdoor           : 0.0867 [-] 

 light reflectance indoor            : 0.0867 [-] 

 UV transmitance                     : 0.506 [-] 

 UV reflectance outdoor              : 0.0747 [-] 

 UV reflectance indoor               : 0.0747 [-] 

 General colour rendering index (Ra) : 97 [-]   (0-100) 

 component information 

--- Angular Solar properties ---

angle     : incidence angle

T_tot     : solar direct transmittance


R_tot     : solar direct reflectance


T_vis     : light transmittance



R_vis     : light reflectance 



T_uv      : UV transmittance



R_uv      : UV reflectance




diff      : diffusive (reflectance or transmittance) 

angle T_tot R_tot T_vis R_vis  T_uv  R_uv

   90 0.000 1.000 0.000 1.000 0.000 1.000 

   80 0.323 0.497 0.410 0.551 0.182 0.442 

   70 0.550 0.259 0.666 0.296 0.330 0.225 

   60 0.663 0.149 0.791 0.172 0.409 0.134 

   50 0.716 0.103 0.846 0.118 0.451 0.096 

   40 0.741 0.084 0.869 0.097 0.475 0.081 

   30 0.753 0.078 0.878 0.089 0.490 0.076 

   20 0.760 0.076 0.881 0.087 0.499 0.075 

   10 0.763 0.076 0.882 0.087 0.504 0.075 

    0 0.763 0.076 0.882 0.087 0.506 0.075 

 diff 0.679 0.144 0.802 0.163 0.431 0.132 

--- Spectral Properties Total Solar ---

For perpendicular incidence angle 

wavel      : wavelength [nm] 

Reflec     : spectral reflectance  

Transm     : spectral transmittance  

  Wavel  Transm Reflec 

  300.0  0.000  0.063

  320.0  0.008  0.059

  340.0  0.382  0.064

  360.0  0.775  0.087

  380.0  0.798  0.087

  400.0  0.876  0.092

  420.0  0.871  0.091

  440.0  0.872  0.090

  460.0  0.886  0.089

  480.0  0.893  0.089

  500.0  0.894  0.088

  520.0  0.895  0.088

  540.0  0.892  0.087

  560.0  0.887  0.087

  580.0  0.878  0.086

  600.0  0.868  0.085

  620.0  0.854  0.084

  640.0  0.840  0.083

  660.0  0.825  0.081

  680.0  0.808  0.080

  700.0  0.790  0.078

  720.0  0.773  0.077

  740.0  0.755  0.075

  760.0  0.735  0.074

  780.0  0.720  0.072

  800.0  0.705  0.070

  850.0  0.663  0.068

  900.0  0.653  0.070

  950.0  0.634  0.067

 1000.0  0.623  0.064

 1050.0  0.619  0.062

 1100.0  0.619  0.061

 1150.0  0.621  0.061

 1200.0  0.626  0.061

 1250.0  0.634  0.061

 1300.0  0.647  0.061

 1350.0  0.663  0.061

 1400.0  0.678  0.061

 1450.0  0.700  0.062

 1500.0  0.721  0.063

 1550.0  0.738  0.064

 1600.0  0.751  0.064

 1650.0  0.758  0.064

 1700.0  0.761  0.064

 1750.0  0.759  0.063

 1800.0  0.756  0.060

 1850.0  0.753  0.062

 1900.0  0.749  0.054

 1950.0  0.751  0.060

 2000.0  0.748  0.059

 2050.0  0.749  0.059

 2100.0  0.751  0.057

 2200.0  0.713  0.057

 2300.0  0.729  0.055

 2400.0  0.730  0.058

 2500.0  0.697  0.052

--- Spectral Properties Light ---

For perpendicular incidence angle 

wavel      : wavelength [nm] 

Reflec     : spectral reflectance  

Transm     : spectral transmittance  

  Wavel  Transm Reflec 

  380.0  0.798  0.087

  390.0  0.848  0.090

  400.0  0.876  0.092

  410.0  0.876  0.091

  420.0  0.871  0.091

  430.0  0.872  0.090

  440.0  0.872  0.090

  450.0  0.879  0.090

  460.0  0.886  0.089

  470.0  0.890  0.089

  480.0  0.893  0.089

  490.0  0.893  0.089

  500.0  0.894  0.088

  510.0  0.896  0.088

  520.0  0.895  0.088

  530.0  0.894  0.088

  540.0  0.892  0.087

  550.0  0.890  0.087

  560.0  0.887  0.087

  570.0  0.883  0.087

  580.0  0.878  0.086

  590.0  0.873  0.086

  600.0  0.868  0.085

  610.0  0.861  0.084

  620.0  0.854  0.084

  630.0  0.847  0.083

  640.0  0.840  0.083

  650.0  0.833  0.082

  660.0  0.825  0.081

  670.0  0.817  0.080

  680.0  0.808  0.080

  690.0  0.799  0.079

  700.0  0.790  0.078

  710.0  0.782  0.077

  720.0  0.773  0.077

  730.0  0.763  0.076

  740.0  0.755  0.075

  750.0  0.745  0.074

  760.0  0.735  0.074

  770.0  0.727  0.073

  780.0  0.720  0.072

--- Spectral Properties Uv ---

For perpendicular incidence angle 

wavel      : wavelength [nm] 

Reflec     : spectral reflectance  

Transm     : spectral transmittance  

  Wavel  Transm Reflec 

  282.5  0.000  0.069

  287.5  0.000  0.067

  292.5  0.000  0.065

  297.5  0.000  0.064

  302.5  0.000  0.062

  307.5  0.000  0.061

  312.5  0.000  0.060

  317.5  0.002  0.059

  322.5  0.019  0.058

  327.5  0.070  0.058

  332.5  0.171  0.059

  337.5  0.308  0.062

  342.5  0.454  0.067

  347.5  0.581  0.074

  352.5  0.680  0.080

  357.5  0.750  0.085

  362.5  0.795  0.088

  367.5  0.821  0.090

  372.5  0.823  0.090

  377.5  0.804  0.088

--- Disclaimer ---

The WIS Consortium makes no warranty, express or implied, or assumes any legal liability or

responsibility for the accuracy, completeness, or usefulness of any information obtained with

the WIS Software.

The user has agreed to be bound by the terms of the License that accompanied the WIS

Software package.

Appendix V. Questionnaires

	         GENERAL

Empirical

	1
	Program name and version number


	BSim  4.7.1.18

	2
	Name of organization performed the simulations


	Aalborg University

	3
	Name of person performed simulations and contact information


	Olena Kalyanova                 Ph.D. student,                           Aalborg University Sohngaardsholmsvej 57         DK-9000                                               tel. +45 9635 8587                                        ok@civil.aau.dk

	4
	Program status

 FORMCHECKBOX 
 Freeware

 FORMCHECKBOX 
 Commercial

 FORMCHECKBOX 
 Other, please specify      
 

	5
	Time convention for weather data: first interval in the weather input lasts 00:00-01:00, climate is assumed constant over the sampling interval

 FORMCHECKBOX 
 Yes

 FORMCHECKBOX 
 No, please specify     


	        CALCULATION OF BOUNDARY CONDITIONS



	6
	Please specify the solar model for calculation of incident solar radiation 

Perez


	7
	Transmission of the direct solar radiation into zone 1

 FORMCHECKBOX 
 Calculated with the constant solar heat gain coefficient (g-value)

 FORMCHECKBOX 
 Calculated with the g-value as a function of incidence (function of incidence is fixed within code)

 FORMCHECKBOX 
 Calculated with the g-value as a function of incidence (function of incidence is user defined)

 FORMCHECKBOX 
 Other, please specify     


	8
	Transmission of the direct solar radiation into zone 2

 FORMCHECKBOX 
 Treated as diffuse solar radiation and calculated with the constant g-value 

 FORMCHECKBOX 
 Calculated with the g-value as a function of incidence (function of incidence is fixed within code)

 FORMCHECKBOX 
 Calculated with the g-value as a function of incidence (function of incidence is user defined)

 FORMCHECKBOX 
 Other, please specify     


	9
	Transmission of the diffuse solar radiation into zone 1

 FORMCHECKBOX 
 Calculated with the solar heat gain coefficient at the solar incidence 60o 

 FORMCHECKBOX 
 Other, please specify     


	10
	Distribution of solar radiation to the surfaces in the zone 1

 FORMCHECKBOX 
 Distributed equally to all surfaces

 FORMCHECKBOX 
 Calculated according surface area weighting 

 FORMCHECKBOX 
 Calculated according to solar path and view factors

 FORMCHECKBOX 
 Other, please specify: direct solar radiation is distributed according to the solar path, the diffuse solar radiation is area weighted


	11
	Distribution of solar radiation to the surfaces in the zone 2

 FORMCHECKBOX 
 Distributed equally to all surfaces

 FORMCHECKBOX 
 Calculated according surface area weighting 

 FORMCHECKBOX 
 Calculated according to solar path and view factors

 FORMCHECKBOX 
 Other, please specify: direct solar radiation is distributed according to the solar path, the diffuse solar radiation is area weighted


	
	MODEL DEFINITIONS



	12
	Air temperature in the zone 1 is calculated as:

 FORMCHECKBOX 
 One node temperature

 FORMCHECKBOX 
 Few zones are stacked on the top of each other and the air temperature in each of zones is calculated, please specify number of stacked zones      
 FORMCHECKBOX 
 Other, please specify      


	13
	Air temperature in the zone 2 is calculated as:

 FORMCHECKBOX 
 One node temperature

 FORMCHECKBOX 
 Few zones are stacked on the top of each other and the air temperature in each of zones is calculated, please specify number of stacked zones      
 FORMCHECKBOX 
 Other, please specify      


	
	HEAT EXCHANGE WITH EXTERIOR



	14
	External heat transfer coefficients 

 FORMCHECKBOX 
 Split radiative/convective

 FORMCHECKBOX 
 Combined radiative/ convective

 FORMCHECKBOX 
 Other, please specify      


	15
	External heat transfer coefficients are calculated with identical assumptions for all surfaces (window frame, window glazing, walls etc.)

 FORMCHECKBOX 
 Yes

 FORMCHECKBOX 
 No, please specify      


	16
	External convection 

 FORMCHECKBOX 
 Constant coefficients fixed within code

 FORMCHECKBOX 
 User-specified constant coefficients

 FORMCHECKBOX 
 Calculated within code as a function of orientation

 FORMCHECKBOX 
 Calculated within code as a function of wind speed

 FORMCHECKBOX 
 Calculated within code as a function of wind speed and direction 

 FORMCHECKBOX 
 Other, please specify      


	17
	External radiative heat exchange

 FORMCHECKBOX 
 Assumed to be ambient temperature

 FORMCHECKBOX 
 Assumed to be sky temperature

 FORMCHECKBOX 
 Other, please specify      


	
	HEAT TRANSFER WITHIN ZONES



	18
	Internal heat transfer coefficients 

 FORMCHECKBOX 
 Split radiative/convection

 FORMCHECKBOX 
 Combined radiative/ convective

 FORMCHECKBOX 
 Other, please specify      

	 19
	Internal heat transfer coefficients are calculated with identical assumptions in all zones and for all surfaces (window frame, window glazing, walls etc.)

 FORMCHECKBOX 
 Yes

 FORMCHECKBOX 
 No, please specify      


	20
	Internal convection 

 FORMCHECKBOX 
 Constant coefficients fixed within code

 FORMCHECKBOX 
 User-specified constant coefficients 

 FORMCHECKBOX 
 Calculated within code as a function of orientation (vertical/horizontal)

 FORMCHECKBOX 
 Calculated within code as a function of temperature difference

 FORMCHECKBOX 
 Calculated within code as a function of air velocity in the zone

 FORMCHECKBOX 
 Calculated within code as a function of surface finishes

 FORMCHECKBOX 
 Other, please specify      


	21
	Longwave radiation exchange within zone

 FORMCHECKBOX 
 Constant linearized coefficients 

 FORMCHECKBOX 
 Linearized coefficients based on view factors

 FORMCHECKBOX 
 Linearized coefficients based on surface emissivities

 FORMCHECKBOX 
 Nonlinear treatment of radiation heat exchange

 FORMCHECKBOX 
 Other, please specify      


	
	WINDOW



	22
	Window 

 FORMCHECKBOX 
 Window frame and glazing are modeled as separate elements of construction

 FORMCHECKBOX 
 Window frame and glazing are modeled as separate elements of construction, but   the total U-value is calculated within the code

 FORMCHECKBOX 
 Window frame and glazing are modeled as separate elements of construction, but   the total U-value and g-value are calculated within the code

 FORMCHECKBOX 
 Other, please specify : Window frame and glazing are modelled as separate elements of construction, but   the total U-value is calculated within the code, but the g-value is calculated in the code on the basis of user defined solar transmission 


	23
	Glazing temperature

 FORMCHECKBOX 
 Calculated for 1 nodal point on the basis of fixed resistance

 FORMCHECKBOX 
 Calculated  dynamically, using the same scheme as for opaque elements

 FORMCHECKBOX 
 Other, please specify: Calculated as a thermal ballance for the surface, depending on ammount of absorbed/reflected solar radiation and air temperature in the neighbouring zones


	
	AIRFLOW MODEL



	24
	Discharge coefficient 

 FORMCHECKBOX 
 Fixed within the code

 FORMCHECKBOX 
 User-specified fixed value

 FORMCHECKBOX 
 Calculated by code, please specify what are the parameters involved in code calculations      
 FORMCHECKBOX 
 Other, please specify      
 

	25
	Pressure difference coefficients 

 FORMCHECKBOX 
 Fixed within the code, identical for all openings sharing the same surface 

 FORMCHECKBOX 
 User-specified, identical for all openings sharing the same surface 

 FORMCHECKBOX 
 User-specified for every opening  

 FORMCHECKBOX 
 Other, please specify      


	26
	Calculated mass flow rate in the model is a function of

 FORMCHECKBOX 
 Buoyancy force

 FORMCHECKBOX 
 Wind pressure

 FORMCHECKBOX 
 Wind turbulence 

 FORMCHECKBOX 
 Other, please specify     



	         GENERAL

Empirical

	1
	Program name and version number


	VA114 – version 2.25

	2
	Name of organization performed the simulations


	VABI Software bv

	3
	Name of person performed simulations and contact information


	A. Wijsman 

Email: a.wijsman@vabi.nl

	4
	Program status

 FORMCHECKBOX 
 Freeware

X  Commercial

 FORMCHECKBOX 
 Other, please specify      
 

	5
	Time convention for weather data: first interval in the weather input lasts 00:00-01:00, climate is assumed constant over the sampling interval

X  Yes

 FORMCHECKBOX 
 No, please specify     


	        CALCULATION OF BOUNDARY CONDITIONS



	6
	Please specify the solar model for calculation of incident solar radiation 

See appendix D to this Modeler report



	7
	Transmission of the direct solar radiation into zone 1

 FORMCHECKBOX 
 Calculated with the constant solar heat gain coefficient (g-value)

 FORMCHECKBOX 
 Calculated with the g-value as a function of incidence (function of incidence is fixed within code)

 FORMCHECKBOX 
 Calculated with the g-value as a function of incidence (function of incidence is user defined)

X  Other, please specify: Calculated with Transmission (as a function of incidence – user defined) and Absorption in the pane; 



	8
	Transmission of the direct solar radiation into zone 2

 FORMCHECKBOX 
 Treated as diffuse solar radiation and calculated with the constant g-value 

 FORMCHECKBOX 
 Calculated with the g-value as a function of incidence (function of incidence is fixed within code)

 FORMCHECKBOX 
 Calculated with the g-value as a function of incidence (function of incidence is user defined)

X  Other, please specify: Calculated with Transmission and Absorption in the panes; properties at angle of incidence of 45 degree     


	9
	Transmission of the diffuse solar radiation into zone 1

 FORMCHECKBOX 
 Calculated with the solar heat gain coefficient at the solar incidence 60o 

X  Other, please specify: Calculated with Transmission (at solar incidence of 58 o)  and Absorption in the pane.     


	10
	Distribution of solar radiation to the surfaces in the zone 1

 FORMCHECKBOX 
 Distributed equally to all surfaces

 FORMCHECKBOX 
 Calculated according surface area weighting 

 FORMCHECKBOX 
 Calculated according to solar path and view factors

X  Other, please specify: Different treatment for Direct and Diffuse solar radiation. Distribution of Direct solar is calculated by solar path; partly absorbed and partly diffuse reflected at surfaces that are hit. Distribution of Diffuse solar and Diffuse reflected Direct solar is calculated by absorption factors (based on view factors and absorption coefficients of the surfaces that are hit) 



	11
	Distribution of solar radiation to the surfaces in the zone 2

 FORMCHECKBOX 
 Distributed equally to all surfaces

 FORMCHECKBOX 
 Calculated according surface area weighting 

 FORMCHECKBOX 
 Calculated according to solar path and view factors

X  Other, please specify: same as distribution in zone 1



	
	MODEL DEFINITIONS



	12
	Air temperature in the zone 1 is calculated as:

X  One node temperature

 FORMCHECKBOX 
 Few zones are stacked on the top of each other and the air temperature in each of zones is calculated, please specify number of stacked zones      
 FORMCHECKBOX 
 Other, please specify      


	13
	Air temperature in the zone 2 is calculated as:

X  One node temperature

 FORMCHECKBOX 
 Few zones are stacked on the top of each other and the air temperature in each of zones is calculated, please specify number of stacked zones      
 FORMCHECKBOX 
 Other, please specify      


	
	HEAT EXCHANGE WITH EXTERIOR



	14
	External heat transfer coefficients 

X  Split radiative/convective

 FORMCHECKBOX 
 Combined radiative/ convective

 FORMCHECKBOX 
 Other, please specify      


	15
	External heat transfer coefficients are calculated with identical assumptions for all surfaces (window frame, window glazing, walls etc.)

 FORMCHECKBOX 
 Yes

X  No, please specify : External heat transfer coefficients are not calculated (see external convection and external radiative heat exchange)



	16
	External convection 

 FORMCHECKBOX 
 Constant coefficients fixed within code

X  User-specified constant coefficients

 FORMCHECKBOX 
 Calculated within code as a function of orientation

 FORMCHECKBOX 
 Calculated within code as a function of wind speed

 FORMCHECKBOX 
 Calculated within code as a function of wind speed and direction 

 FORMCHECKBOX 
 Other, please specify      


	17
	External radiative heat exchange

 FORMCHECKBOX 
 Assumed to be ambient temperature

X   Assumed to be sky temperature

 FORMCHECKBOX 
 Other, please specify      


	
	HEAT TRANSFER WITHIN ZONES



	18
	Internal heat transfer coefficients 

X   Split radiative/convection

 FORMCHECKBOX 
 Combined radiative/ convective

 FORMCHECKBOX 
 Other, please specify      


	 19
	Internal heat transfer coefficients are calculated with identical assumptions in all zones and for all surfaces (window frame, window glazing, walls etc.)

 FORMCHECKBOX 
 Yes

 FORMCHECKBOX 
 No, please specify : Ixternal heat transfer coefficients are not calculated (see internal convection and internal radiative heat exchange)



	20
	Internal convection 

 FORMCHECKBOX 
 Constant coefficients fixed within code

X   User-specified constant coefficients 

 FORMCHECKBOX 
 Calculated within code as a function of orientation (vertical/horizontal)

 FORMCHECKBOX 
 Calculated within code as a function of temperature difference

 FORMCHECKBOX 
 Calculated within code as a function of air velocity in the zone

 FORMCHECKBOX 
 Calculated within code as a function of surface finishes

 FORMCHECKBOX 
 Other, please specify      


	21
	Longwave radiation exchange within zone

 FORMCHECKBOX 
 Constant linearized coefficients 

 FORMCHECKBOX 
 Linearized coefficients based on view factors

X   Linearized coefficients based on view factors and surface emissivities

 FORMCHECKBOX 
 Nonlinear treatment of radiation heat exchange

 FORMCHECKBOX 
 Other, please specify      


	
	WINDOW



	22
	Window 

X  Window frame and glazing are modeled as separate elements of construction; properties are user defined

 FORMCHECKBOX 
 Window frame and glazing are modeled as separate elements of construction, but   the total U-value is calculated within the code

 FORMCHECKBOX 
 Window frame and glazing are modeled as separate elements of construction, but   the total U-value and g-value are calculated within the code

 FORMCHECKBOX 
 Other, please specify      


	23
	Glazing temperature

 FORMCHECKBOX 
 Calculated for 1 nodal point on the basis of fixed resistance

X  Calculated  dynamically, using the same scheme as for opaque elements

 FORMCHECKBOX 
 Other, please specify     


	
	AIRFLOW MODEL



	24
	Discharge coefficient 

X  Fixed within the code

 FORMCHECKBOX 
 User-specified fixed value

 FORMCHECKBOX 
 Calculated by code, please specify what are the parameters involved in code calculations      
 FORMCHECKBOX 
 Other, please specify      
 

	25
	Pressure difference coefficients 

 FORMCHECKBOX 
 Fixed within the code, identical for all openings sharing the same surface 

X  User-specified, identical for all openings sharing the same surface 

 FORMCHECKBOX 
 User-specified for every opening  

 FORMCHECKBOX 
 Other, please specify      


	26
	Calculated mass flow rate in the model is a function of

X  Buoyancy force

X  Wind pressure

X Wind fluctuations 

 FORMCHECKBOX 
 Other, please specify     



	         GENERAL

empirical

	1
	Program name and version number


	ESP-r 11.3

	2
	Name of organization performed the simulations


	ESRU, 

University of  Strathclyde

	3
	Name of person performed simulations and contact information


	Paul Strachan

paul@esru.strath.ac.uk
tel: +44 141 548 2041

	4
	Program status

 FORMCHECKBOX 
 Freeware (Open Source)

 FORMCHECKBOX 
 Commercial

 FORMCHECKBOX 
 Other, please specify 

 

	5
	Time convention for weather data: first interval in the weather input lasts 00:00-01:00, climate is assumed constant over the sampling interval

 FORMCHECKBOX 
 Yes

 FORMCHECKBOX 
 No, please specify:  Solar data is hour centred (i.e. covers period 00:00-01:00) in these simulations. Linear interpolation is carried out for sub-hourly simulations

	        CALCULATION OF BOUNDARY CONDITIONS



	6
	Please specify the solar model for calculation of incident solar radiation 

See report. Perez 1990 is used for the anisotropic diffuse sky model.



	7
	Transmission of the direct solar radiation into zone 1

 FORMCHECKBOX 
 Calculated with the constant solar heat gain coefficient (g-value)

 FORMCHECKBOX 
 Calculated with the g-value as a function of incidence (function of incidence is fixed within code)

 FORMCHECKBOX 
 Calculated with the g-value as a function of incidence (function of incidence is user defined)

 FORMCHECKBOX 
 Other, please specify See report - transmittance is an input optical property as are layer absorptances. The  convection and radiation are calculated explicitly at the glazing system boundaries. g-values are not used.

	8
	Transmission of the direct solar radiation into zone 2

 FORMCHECKBOX 
 Treated as diffuse solar radiation and calculated with the constant g-value 

 FORMCHECKBOX 
 Calculated with the g-value as a function of incidence (function of incidence is fixed within code)

 FORMCHECKBOX 
 Calculated with the g-value as a function of incidence (function of incidence is user defined)

 FORMCHECKBOX 
 Other, please specify As above


	9
	Transmission of the diffuse solar radiation into zone 1

 FORMCHECKBOX 
 Calculated with the solar heat gain coefficient at the solar incidence 60o 

 FORMCHECKBOX 
 Other, please specify As above; incident angle  assumed to be 51 degrees


	10
	Distribution of solar radiation to the surfaces in the zone 1

 FORMCHECKBOX 
 Distributed equally to all surfaces

 FORMCHECKBOX 
 Calculated according surface area weighting 

 FORMCHECKBOX 
 Calculated according to solar path and view factors

 FORMCHECKBOX 
 Other, please specify     


	11
	Distribution of solar radiation to the surfaces in the zone 2

 FORMCHECKBOX 
 Distributed equally to all surfaces

 FORMCHECKBOX 
 Calculated according surface area weighting 

 FORMCHECKBOX 
 Calculated according to solar path and view factors

 FORMCHECKBOX 
 Other, please specify      

	
	MODEL DEFINITIONS



	12
	Air temperature in the zone 1 is calculated as:

 FORMCHECKBOX 
 One node temperature (for DSF100 case only)

 FORMCHECKBOX 
 Few zones are stacked on the top of each other and the air temperature in each of zones is calculated, please specify number of stacked zones 3
 FORMCHECKBOX 
 Other, please specify      


	13
	Air temperature in the zone 2 is calculated as:

 FORMCHECKBOX 
 One node temperature

 FORMCHECKBOX 
 Few zones are stacked on the top of each other and the air temperature in each of zones is calculated, please specify number of stacked zones      
 FORMCHECKBOX 
 Other, please specify      


	
	HEAT EXCHANGE WITH EXTERIOR



	14
	External heat transfer coefficients 

 FORMCHECKBOX 
 Split radiative/convective

 FORMCHECKBOX 
 Combined radiative/ convective

 FORMCHECKBOX 
 Other, please specify      


	15
	External heat transfer coefficients are calculated with identical assumptions for all surfaces (window frame, window glazing, walls etc.)

 FORMCHECKBOX 
 Yes

 FORMCHECKBOX 
 No, please specify      


	16
	External convection 

 FORMCHECKBOX 
 Constant coefficients fixed within code

 FORMCHECKBOX 
 User-specified constant coefficients

 FORMCHECKBOX 
 Calculated within code as a function of orientation

 FORMCHECKBOX 
 Calculated within code as a function of wind speed

 FORMCHECKBOX 
 Calculated within code as a function of wind speed and direction 

 FORMCHECKBOX 
 Other, please specify      


	17
	External radiative heat exchange

 FORMCHECKBOX 
 Assumed to be ambient temperature

 FORMCHECKBOX 
 Assumed to be sky temperature

 FORMCHECKBOX 
 Other, please specify Sky and ground surface temperatures, depending on viewfactors



	
	HEAT TRANSFER WITHIN ZONES



	18
	Internal heat transfer coefficients 

 FORMCHECKBOX 
 Split radiative/convection

 FORMCHECKBOX 
 Combined radiative/ convective

 FORMCHECKBOX 
 Other, please specify      


	 19
	Internal heat transfer coefficients are calculated with identical assumptions in all zones and for all surfaces (window frame, window glazing, walls etc.)

 FORMCHECKBOX 
 Yes (with exception of mechanically ventilated case – see report)

 FORMCHECKBOX 
 No, please specify      


	20
	Internal convection 

 FORMCHECKBOX 
 Constant coefficients fixed within code

 FORMCHECKBOX 
 User-specified constant coefficients 

 FORMCHECKBOX 
 Calculated within code as a function of orientation (vertical/horizontal)

 FORMCHECKBOX 
 Calculated within code as a function of temperature difference

 FORMCHECKBOX 
 Calculated within code as a function of air velocity in the zone

 FORMCHECKBOX 
 Calculated within code as a function of surface finishes

 FORMCHECKBOX 
 Other, please specify      


	21
	Longwave radiation exchange within zone

 FORMCHECKBOX 
 Constant linearized coefficients 

 FORMCHECKBOX 
 Linearized coefficients based on view factors

 FORMCHECKBOX 
 Linearized coefficients based on surface emissivities

 FORMCHECKBOX 
 Nonlinear treatment of radiation heat exchange

 FORMCHECKBOX 
 Other, please specify      


	
	WINDOW



	22
	Window 

 FORMCHECKBOX 
 Window frame and glazing are modeled as separate elements of construction

 FORMCHECKBOX 
 Window frame and glazing are modeled as separate elements of construction, but   the total U-value is calculated within the code

 FORMCHECKBOX 
 Window frame and glazing are modeled as separate elements of construction, but   the total U-value and g-value are calculated within the code

 FORMCHECKBOX 
 Other, please specify      


	23
	Glazing temperature

 FORMCHECKBOX 
 Calculated for 1 nodal point on the basis of fixed resistance

 FORMCHECKBOX 
 Calculated  dynamically, using the same scheme as for opaque elements

 FORMCHECKBOX 
 Other, please specify     


	
	AIRFLOW MODEL



	24
	Discharge coefficient 

 FORMCHECKBOX 
 Fixed within the code

 FORMCHECKBOX 
 User-specified fixed value

 FORMCHECKBOX 
 Calculated by code, please specify what are the parameters involved in code calculations      
 FORMCHECKBOX 
 Other, please specify      
 

	25
	Pressure difference coefficients 

 FORMCHECKBOX 
 Fixed within the code, identical for all openings sharing the same surface 

 FORMCHECKBOX 
 User-specified, identical for all openings sharing the same surface 

 FORMCHECKBOX 
 User-specified for every opening  

 FORMCHECKBOX 
 Other, please specify      


	26
	Calculated mass flow rate in the model is a function of

 FORMCHECKBOX 
 Buoyancy force

 FORMCHECKBOX 
 Wind pressure

 FORMCHECKBOX 
 Wind turbulence 

 FORMCHECKBOX 
 Other, please specify     



	         GENERAL

Empirical

	1
	Program name and version number


	TRNSYS-TUD

	2
	Name of organization performed the simulations


	Technical University of Dresden

	3
	Name of person performed simulations and contact information


	Clemens Felsmann

felsmann@itg-dresden.de

	
	Program status

 FORMCHECKBOX 
 Freeware

 FORMCHECKBOX 
 Commercial

( Other: The code was developed based on commercial TRNSYS for research purposes

 

	5
	Time convention for weather data: first interval in the weather input lasts 00:00-01:00, climate is assumed constant over the sampling interval

 FORMCHECKBOX 
 Yes

( No: normally inputs change linearly but solar radiation is calculated using a special smoothing function.. 



	        CALCULATION OF BOUNDARY CONDITIONS



	6
	Please specify the solar model for calculation of incident solar radiation 

Perez model



	7
	Transmission of the direct solar radiation into zone 1

 FORMCHECKBOX 
 Calculated with the constant solar heat gain coefficient (g-value)

 FORMCHECKBOX 
 Calculated with the g-value as a function of incidence (function of incidence is fixed within code)

 FORMCHECKBOX 
 Calculated with the g-value as a function of incidence (function of incidence is user defined)

( Other: Calculated with the g-value as a function of incidence (function of incidence was calculated by WINFOW5 Software)

	8
	Transmission of the direct solar radiation into zone 2

( Treated as diffuse solar radiation and calculated with the constant g-value 

 FORMCHECKBOX 
 Calculated with the g-value as a function of incidence (function of incidence is fixed within code)

 FORMCHECKBOX 
 Calculated with the g-value as a function of incidence (function of incidence is user defined)

 FORMCHECKBOX 
 Other, please specify     


	9
	Transmission of the diffuse solar radiation into zone 1

 FORMCHECKBOX 
 Calculated with the solar heat gain coefficient at the solar incidence 60o 

( Other: Calculated with the solar heat gain coefficient was calculated by WINFOW5 Software



	10
	Distribution of solar radiation to the surfaces in the zone 1

( Distributed equally to all surfaces: diffuse radiation

 FORMCHECKBOX 
 Calculated according surface area weighting 

( Calculated according to solar path and view factors: direct radiation

 FORMCHECKBOX 
 Other, please specify     


	11
	Distribution of solar radiation to the surfaces in the zone 2

( Distributed equally to all surfaces because all radiation was treated as diffuse radiation

 FORMCHECKBOX 
 Calculated according surface area weighting 

 FORMCHECKBOX 
 Calculated according to solar path and view factors

 FORMCHECKBOX 
 Other, please specify      

	
	MODEL DEFINITIONS



	12
	Air temperature in the zone 1 is calculated as:

( One node temperature was reported but…

( Few zones are stacked on the top of each other and the air temperature in each of zones is calculated, please specify number of stacked zones 4

 FORMCHECKBOX 
 Other, please specify      


	13
	Air temperature in the zone 2 is calculated as:

( One node temperature was reported but …

( Few zones are stacked on the top of each other and the air temperature in each of zones is calculated, please specify number of stacked zones 4

 FORMCHECKBOX 
 Other, please specify      


	
	HEAT EXCHANGE WITH EXTERIOR



	14
	External heat transfer coefficients 

( Split radiative/convective

 FORMCHECKBOX 
 Combined radiative/ convective

 FORMCHECKBOX 
 Other, please specify      


	15
	External heat transfer coefficients are calculated with identical assumptions for all surfaces (window frame, window glazing, walls etc.)

( Yes

 FORMCHECKBOX 
 No, please specify      


	16
	External convection 

 FORMCHECKBOX 
 Constant coefficients fixed within code

( User-specified constant coefficients

 FORMCHECKBOX 
 Calculated within code as a function of orientation

 FORMCHECKBOX 
 Calculated within code as a function of wind speed

 FORMCHECKBOX 
 Calculated within code as a function of wind speed and direction 

 FORMCHECKBOX 
 Other, please specify      


	17
	External radiative heat exchange

 FORMCHECKBOX 
 Assumed to be ambient temperature

 FORMCHECKBOX 
 Assumed to be sky temperature

( Other: it depends on the orientation whether ambient or sky temperature will be used

	
	HEAT TRANSFER WITHIN ZONES



	18
	Internal heat transfer coefficients 

( Split radiative/convection

 FORMCHECKBOX 
 Combined radiative/ convective

 FORMCHECKBOX 
 Other, please specify      


	 19
	Internal heat transfer coefficients are calculated with identical assumptions in all zones and for all surfaces (window frame, window glazing, walls etc.)

( Yes

 FORMCHECKBOX 
 No, please specify      


	20
	Internal convection 

 FORMCHECKBOX 
 Constant coefficients fixed within code

( User-specified constant coefficients 

 FORMCHECKBOX 
 Calculated within code as a function of orientation (vertical/horizontal)

 FORMCHECKBOX 
 Calculated within code as a function of temperature difference

 FORMCHECKBOX 
 Calculated within code as a function of air velocity in the zone

 FORMCHECKBOX 
 Calculated within code as a function of surface finishes

 FORMCHECKBOX 
 Other, please specify      


	21
	Longwave radiation exchange within zone

 FORMCHECKBOX 
 Constant linearized coefficients 

 FORMCHECKBOX 
 Linearized coefficients based on view factors

 FORMCHECKBOX 
 Linearized coefficients based on surface emissivities

( Nonlinear treatment of radiation heat exchange

 FORMCHECKBOX 
 Other, please specify      


	
	WINDOW



	22
	Window 

 FORMCHECKBOX 
 Window frame and glazing are modeled as separate elements of construction

 FORMCHECKBOX 
 Window frame and glazing are modeled as separate elements of construction, but   the total U-value is calculated within the code

( Window frame and glazing are modeled as separate elements of construction, but   the total U-value and g-value are calculated within the code

 FORMCHECKBOX 
 Other, please specify      


	23
	Glazing temperature

( Calculated for 1 nodal point on the basis of fixed resistance

 FORMCHECKBOX 
 Calculated  dynamically, using the same scheme as for opaque elements

 FORMCHECKBOX 
 Other, please specify     


	
	AIRFLOW MODEL



	24
	Discharge coefficient 

 FORMCHECKBOX 
 Fixed within the code

( User-specified fixed value

 FORMCHECKBOX 
 Calculated by code, please specify what are the parameters involved in code calculations      
 FORMCHECKBOX 
 Other, please specify      
 

	25
	Pressure difference coefficients 

 FORMCHECKBOX 
 Fixed within the code, identical for all openings sharing the same surface 

 FORMCHECKBOX 
 User-specified, identical for all openings sharing the same surface 

( User-specified for every opening  

 FORMCHECKBOX 
 Other, please specify      


	26
	Calculated mass flow rate in the model is a function of

( Buoyancy force

( Wind pressure

 FORMCHECKBOX 
 Wind turbulence 

 FORMCHECKBOX 
 Other, please specify     



Appendix VI. Modeler reports
Appendix VII. Experimental set-up and full-scale measurements in 'the Cube'

Appendix VIII. Experimental data for the full-scale measurements in 'the Cube'.
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(() 	 all 	- complete set of 	experimental data


(o)	 Is>0	- corresponds to the period with solar radiation


(*) 	 Is=0	- corresponds to the period without solar radiation


(()	 Is>Ism	- corresponds to the period with solar radiation higher than mean
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